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Introduction 

The idea for this book was conceived by the authors some time in 1988, and 
a first outline of the manuscript was drawn up during a summer school on 
mathematical physics held in Ravello in September 1988, where all three of 
us were present as lecturers or organizers. The project was in some sense 
inherited from our friend Marvin Shinbrot, who had planned a book about 
recent progress for the Boltzmann equation, but, due to his untimely death 
in 1987, never got to do it. 

When we drew up the first outline, we could not anticipate how long 
the actual writing would stretch out. Our ambitions were high: We wanted 
to cover the modern mathematical theory of the Boltzmann equation, with 
rigorous proofs, in a complete and readable volume. As the years progressed, 
we withdrew to some degree from this first ambition- there was just too 
much material, too scattered, sometimes incomplete, sometimes not rigor­
ous enough. However, in the writing process itself, the need for the book 
became ever more apparent. The last twenty years have seen an amazing 
number of significant results in the field, many of them published in incom­
plete form, sometimes in obscure places, and sometimes without technical 
details. We made it our objective to collect these results, classify them, and 
present them as best we could. 

The choice of topics remains, of course, subjective. There are some 
subjects hardly touched in this book: Little reference is made to discrete 
velocity models, a very lively branch of kinetic theory. We chose to ignore 
this topic in order to limit the size of the book. Also, we confine our atten­
tion mostly to hard sphere interactions (except for some approximations, 
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where analytical reasons force us to change the collision kernel). The very 
active subject of numerical simulation of the Boltzmann equation is given 
only brief coverage in Chapter 10; no attempts are even made to discuss 
generalizations of the simulation procedures to physically relevant situa­
tions like gas mixtures, inner degrees of freedom, or chemical reactions. We 
refer the reader to the book by Bird and to the extensive literature on nu­
merical experiments; the proceedings of the Biannual Symposia on Rarefied 
Gas Dynamics are a good source of information on such results. There are 
undoubtedly other related topics we had to ignore out of lack of expertise, 
time, or sheer ignorance. 

The results with which we are concerned can be classified in essentially 
five categories: 1. foundations (derivation and validation of the Boltzmann 
equation from the laws of mechanics), 2. existence and uniqueness results, 3. 
qualitative behavior, 4. fluid dynamical limits, and 5. numerical simulation. 
Results on 2 and 3 follow usually (but not necessarily) hand in hand. 

We begin, in Chapter 1, with a historical account of kinetic theory. The 
next two chapters contain the formal derivation of the Boltzmann equation 
from the BBGKY hierarchy and the main properties of the Boltzmann 
equation including results on invariants and the H-theorem. Most of this is 
well known and well documented in earlier books; we do, however, present 
some recent generalizations regarding the functional equations associated 
with the invariants. Chapter 4, the longest chapter in this book, is concerned 
with the rigorous derivation and validation of the Boltzmann equation from 
the BBGKY hierarchy. This was first done, in a famous paper, by Lanford 
in 1975. We go to some length here in order to fill in details that were left 
out in Lanford's original work and in later generalizations done by two of 
the present authors. In several appendixes, we explain why the validation 
fails for discrete velocity models (Uchiyama's counterexample), we give a 
rigorous derivation of the BBGKY hierarchy, and we address the pathologies 
of multiple collisions. A detailed discussion of the origin of irreversibility is 
also offered. 

The next few chapters are all about existence theory. First, we repeat 
at the beginning of Chapter 5 the existence results that actually follow 
from the validation done in Chapter 4 (local existence and uniqueness, and 
global existence for a rare gas cloud in vacuum). The rest of Chapter 5 
contains the formulation and proof of the general global existence (without 
uniqueness) theorem proved in 1988 by DiPerna and Lions. In Chapter 6, we 
present the existence and uniqueness theory for the spatially homogeneous 
Boltzmann equation, mostly relying on pioneering work by Carleman in 
the 1930s, Morgenstern in the 1950s, Povzner in the 1960s, and Arkeryd in 
1972. Chapter 7 contains the lengthy and very technical proof of asymptotic 
stability of Maxwellian equilibria due to Ukai and Asano in 1976. Most of 
this chapter deals, by necessity, with properties of solutions of the linearized 
Boltzmann equation, as it is the decay in time of such solutions that implies 
the asymptotic stability of Maxwellian equilibria. 
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Chapter 8 contains a discussion of boundary conditions and is a prepa­
ration for Chapter 9, in which we present recent results on the initial­
boundary value problem. All the chapters on existence and uniqueness the­
ory also deliver results on qualitative properties of the solutions, such as the 
approach to equilibrium. Asymptotic convergence to a Maxwellian follows 
from the spectral properties of the linearized collision operator in Chapter 
7, and from a careful analysis of the H-theorem in Chapters 5, 6, and 9. 

In Chapter 10 we give an outline of the most widely used particle 
simulation techniques. We abstain from going into convergence proofs, even 
though the techniques discussed are now known to converge. 

Chapter 11 contains a presentation of the few rigorous results on the 
fluid dynamical limit available. We explain how the compressible Euler and 
the incompressible Navier-Stokes equations arise in suitable limits from 
the Boltzmann equation, how the H-functional is related to the entropy 
concept for conservation laws, and we outline the proof of one of the rigorous 
results on the transition regime between the Boltzmann equation and the 
compressible Euler equations. 

This book can only be a temporary reference point in a rapidly devel­
oping field such as kinetic theory, but we hope that it can at least serve this 
purpose. Our thanks must go to friends and colleagues for advice, valuable 
comments, and help. In particular, we appreciate encouragement and con­
tributions by Leif Arkeryd, Raffaele Esposito, and Herbert Spohn. Rosalie 
Rutka and Georgina Smith typed part of the manuscript, and we appreciate 
their laying the seed for the final 'lEX file; Denton Hewgill and Maurizio 
Vianello helped whenever advice regarding 'lEX questions was needed. 

Our wives Silvana, Leslie, and Silvia deserve a big acknowledgment for 
their patience while we spent endless hours over proofs and in front of word 
processors. 

Milan, Victoria, and Rome, Spring 1994. 

N umbering and References 

In order to keep the notation simple, equations are numbered by section 
number in each chapter. For example, if you read in Section 2 of Chapter 
3, the fourth equation in that section would be numbered (2.4), and would 
be referred to as (2.4) in the rest of Chapter 3, but as (3.2.4) in the rest 
of the book. Theorems, definitions, and lemmas, which are not as numer­
ous as equations, are numbered by chapter and section, so, for example, 
Theorem 4.5.1 refers to the first theorem in the fifth section of the fourth 
chapter. Definitions, theorems, and lemmas are in this fashion numbered 
consecutively in each section of the book. 

References are listed at the end of each chapter, but before any 
appendixes. 



1 
Historical Introduction 

1.1 What is a Gas? From the Billiard Table to 
Boyle's Law 

As early as 1738 Daniel Bernoulli advanced the idea that gases are formed 
of elastic molecules rushing hither and thither at large speeds, colliding and 
rebounding according to the laws of elementary mechanics. Of course, this 
was not a completely new idea, because several Greek philosophers asserted 
that the molecules of all bodies are in motion even when the body itself 
appears to be at rest. The new idea was that the mechanical effect of the 
impact of these moving molecules when they strike against a solid is what 
is commonly called the pressure of the gas. In fact if we were guided solely 
by the atomic hypothesis, we might suppose that the pressure would be 
produced by the repulsions of the molecules. Although Bernoulli's scheme 
was able to account for the elementary properties of gases (compressibility, 
tendency to expand, rise of temperature in a compression and fall in an 
expansion, trend toward uniformity), no definite opinion could be passed 
on it until it was investigated quantitatively. The actual development of the 
kinetic theory of gases was, accordingly, accomplished much later, in the 
nineteenth century. 

Within the scope of this book, the molecules of a gas will be assumed 
to be perfectly elastic spheres that move according to the laws of classical 
mechanics. Thus, e. g., if no external forces, such as gravity, are assumed 
to act on the molecules, each of them will move in a straight line unless it 
happens to strike another sphere or a solid wall. Systems of this kind are 
usually called billiards, for obvious reasons. 
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Although the rules generating the dynamics of these systems are easy 
to prescribe, the phenomena associated with the dynamics are not so sim­
ple. They are actually rather difficult to understand, especially if one is 
interested in the asymptotic behavior of the system for long times (ergodic 
properties) or in the case when the number of spheres is very large (kinetic 
and hydro dynamical limits). Both aspects of the dynamics of hard spheres 
are relevant when dealing with a gas, but we shall now concentrate upon the 
problem of outlining the behavior of this system when the number of the 
particles is very large. This is because there are about 2.7 . 1019 molecules 
in a cubic centimeter of a gas at atmospheric pressure and a temperature 
of O°C. 

Given the enormous number of particles to be considered, it would 
of course be a perfectly hopeless task to attempt to describe the state of 
the gas by specifying the so-called microscopic state, i. e. the position and 
velocity of every individual particle, and we must have recourse to statistics. 
This is possible because in practice all that our observation can detect are 
changes in the macroscopic state of the gas, described by quantities such 
as density, velocity, temperature, stresses, and heat flow, which are related 
to the suitable averages of quantities depending on the microscopic state. 
A simple example is provided by an elementary calculation of the pressure 
in a container at rest, which will be presently sketched. 

Let P be a point of the wall of the vessel, assumed to be flat, and let us 
take the x-axis in the direction of the normal to the wall, pointing toward 
the wall. Then a molecule with mass m , hitting the wall with velocity ~ , 

having components 6, 6,6, (6 > 0) will transfer a momentum m6 to the 
wall; and a molecule recoiling from the wall with velocity ~, having com­
ponents 6,6,6 (6 < 0) will transfer a momentum ml61 to the wall. If 
one constructs a cylinder upon a piece of the wall of area t1S and side ~t1t 
(Fig. 1), all molecules with velocity ~ in this cylinder will strike or have 
struck (according to the sign of 6) that piece of wall in a time interval 
t1t. Since the volume of the cylinder is 161 t1tt1S, we conclude that if all 
the molecules had velocity ~, the total amount of momentum transferred 
to the wall in time t1t would be n(161t1tt1S)(ml~11) = n~~t1St1t, where 
n denotes the number of molecules per unit volume. If the molecules have 
different velocities we must take an average over their distribution of ve­
locities and obtain nm~~ t1St1t, where the superimposed bar denotes the 
average value of a quantity. The transfer of momentum equals the im~lse 
exerted on the area t1S in time t1t; hence a force per unit area nm~~ is 
exerted by the wall on the gas and hence by the gas on the wall. In order 
to proceed, at this point we need an assumption of symmetry: if the gas 
is in a statistical equilibrium in a container macroscopically at rest, all the 
velocity components have the same probability distribution and hence 

(1.1) 
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p 

FIGURE 1. 

Thus 

(1.2) 

and the force per unit area, which is nothing other than the gas pressure 
p, will be given by: 

(1.3) 

If V is the volume of the gas and N is the total number of molecules, it 
follows from this equation on multiplication by V, since n V = N, that 

(1.4) 
1 - 2 

pV = -Nm~2 = -Me 
3 3 

where e is the (kinetic) energy per unit mass and M is the total mass. 
Thus the product of pressure and volume depends only on the number of 
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molecules and the average kinetic energy of a molecule. But according to 
an empirical law, the law of Boyle (1660) and Mariotte (1676), at constant 
temperature the product of the pressure and volume of a given amount 
of ideal gas is constant; we see that this law is reproduced if we make 
the reasonable assumption (which may be tantamount to a definition of 
temperature according to kinetic theory) that the average kinetic energy e 
only depends upon the (absolute) temperature T. In fact if we take into 
account the relation that combines the laws of Boyle-Mariotte and Gay­
Lussac and Charles: 

(1.5) pV=MRT 

where R is the gas constant, we conclude that 

(1.6) 
3 

e= -RT. 
2 

We remark that R is constant for a given gas but is related to the 
molecular mass by R = kim, where k is the Boltzmann constant (k = 
1.38 . 10-23 J;o K); this follows, by considering a mixture of two different 
gases in the same vessel (Cercignani8 , 1988). We also remark that what 
has been said applies only to monatomic gases, which are well modeled by 
perfectly elastic spheres, and a gas sufficiently rarefied so that in a neighbor­
hood of the wall we may neglect intermolecular collisions. A more careful 
analysis would show that the degree of rarefaction required for the argu­
ment to be valid is such that the product of the number density n by the 
cube of the molecular diameter (7 must be negligible compared to unity. 

At this point, however, a first question of principle must be considered. 
If we knew the exact position and velocity of every molecule of the gas at 
a certain time instant, the further evolution of the system would be com­
pletely determined, according to the laws of mechanics; even if we assume 
that at a certain moment the position and velocities of the molecules satisfy 
certain statistical laws, we are not entitled to expect that at any later time 
the state of the gas will conform to the same statistical assumptions, such 
as that embodied in Eq. (1.1), unless we prove that this is what mechan­
ics predicts. In this case, it turns out that mechanics easily provides the 
required justification, but things are not so easy if we go further and ask 
how can we guarantee that the previous statistical assumption will be of 
practical importance, i.e., will actually be satisfied for a gas in equilibrium 
in a container. And questions become much more complicated if the gas is 
not in equilibrium, as is, e. g., the case for air around a flying vehicle. 

Questions of this kind have been asked since the appearance of the 
kinetic theory of gases; today the matter is relatively well understood and 
a rigorous kinetic theory is emerging, as this book is trying to illustrate. 
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The importance of this matter stems from the need of a rigorous founda­
tion of such a basic physical theory not only for its own sake, but also as a 
prototype of a mathematical construct central to the theory of nonequilib­
rium phenomena in large systems. Before describing the tools and results 
of rigorous kinetic theory, we shall first give a quick look at the history of 
the subject. 

1.2 Brief History of Kinetic Theory 

The first atomic theory is credited to Democritus of Abdera who lived in the 
fifth Century BC It was supported by other philosophers such as Leucippus 
(fifth Century BC) and through Epicurus (341- 270 BC) it was transmitted 
to Romans. The most complete exposition of the view of the ancients is 
the famous poem of Lucretius (99-55 BC), De Rerum Natura ("On the Na­
ture of the Things" ). In medieval times some Arabian thinkers accepted the 
atomic theory, which was, however, fiercely fought by the scholastic theolo­
gians. During the Renaissance period, ideas related to atomism occur in the 
writings of Giordano Bruno (1548- 1600), Galileo Galilei (1564- 1642), and 
Francis Bacon (1561- 1626). Later the French philosopher Petrus Gassendi 
(1592- 1655) considered the idea of the atomic constitution of matter as a 
basic point of his philosophy. As mentioned in the previous section, it is 
only with Daniel Bernoulli (1700-1782) that this idea penetrates into the 
scientific domain, with an explanation of the gas pressure, and gives birth 
to the kinetic theory of gases. The same theory was afterward brought for­
ward independently by George-Louis Lesage of Geneva (1724- 1803), who 
devoted most of his work to the explanation of gravitation as due to the 
impact of atoms. Then John Herapath (1790-1869), in his Mathematical 
Physics, published in 1847, made a much more extensive application of the 
theory, and James Prescott Joule (1818- 1889) estimated the average ve­
locity of a molecule of hydrogen. A paper by K. Kronig (1822- 1879) had 
the important role of drawing the attention of Rudolf Clausius (1822- 1888) 
to the subject. With him, kinetic theory entered a mature stage, with the 
introduction of the concept of mean free path in 1858. In the same year, 
on the basis of this concept, James Clerk Maxwell (1831- 1879) developed 
a preliminary theory of transport processes. In the same paper he gave 
a heuristic derivation of the velocity distribution function that bears his 
name. However, he almost immediately realized that the mean free-path 
method was inadequate as a foundation for kinetic theory, and in 1866, he 
developed a much more accurate method21 based on the transfer equations, 
and he discovered the particularly simple properties of a model, according 
to which the molecules interact at distance with a force inversely propor­
tional to the fifth power of the distance (now commonly called Maxwellian 
molecules). In the same paper he gave a better justification of his formula 
for the velocity distribution function for a gas in equilibrium. 
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With his transfer equations, Maxwell had come very close to an evolu­
tion equation for the distribution, but this step3 must be credited to Ludwig 
Boltzmann (1844-1906). The equation under consideration is usually called 
the Boltzmann equation and sometimes the Maxwell-Boltzmann equation 
(to recognize the important role played by Maxwell in its discovery). 

In the same paper, where he gave a heuristic derivation of his equation, 
Boltzmann deduced an important consequence from it, which later came 
to be known as the H-theorem. This theorem attempts to explain the irre­
versibility of natural processes in a gas, by showing how molecular collisions 
tend to increase entropy. The theory was attacked by several physicists and 
mathematicians in the 1890s, because it appeared to produce paradoxical 
results. However, within a few years of Boltzmann's suicide in 1906, the 
existence of atoms had been definitely established by experiments such as 
those on Brownian motion. 

The paradoxes indicate, however, that some reinterpretation is neces­
sary. Boltzmann himself had proposed that the H-theorem be interpreted 
statistically; later, Paulus Ehrenfest (1880-1933), together with his wife Ta­
tiana, gave a brilliant analysis ofthe matter, which elucidated Boltzmann's 
ideas and made it highly plausible, at least from a heuristic standpoint. A 
rigorous analysis, however, was still to come. 

In the meantime, the Boltzmann equation had become a practical tool 
for investigating the properties of dilute gases. In 1912 the great mathe­
matician David Hilbert (1862-1943) indicated16 how to obtain approximate 
solutions of the Boltzmann equation by a series expansion in a parameter, 
inversely proportional to the gas density. The paper is also reproduced as 
chapter XXII of his treatise entitled Grundzuge einer allgemeinen Theo­
rie der linearen Integralgleichungen. The reasons for this are clearly stated 
in the preface of the book ("Neu hinzugefiigt habe ich zum Schluss ein 
Kapitel iiber kinetische Gastheorie. [ ... J erblicke ich in der Gastheorie die 
glanzendste Anwendung der die Aufiosung der Integralgleichungen betref­
fenden Theoreme"). 

In about the same year (1916-1917) Sidney Chapman9 (1888- 1970) 
and David Enskogll (1884- 1947) independently obtained approximate so­
lutions of the Boltzmann equation, valid for a sufficiently dense gas. The 
results were identical as far as practical applications were concerned, but 
the methods differed widely in spirit and detail. Enskog presented a system­
atic technique generalizing Hilbert's idea, while Chapman simply extended 
a method previously indicated by Maxwell to obtain transport coefficients. 
Enskog's method was adopted by S. Chapman and T. G. Cowling in their 
book The Mathematical Theory of Non-uniform Gases and thus became to 
be known as the Chapman-Enskog method. 

Then for many years no essential progress in solving the equation came. 
Rather the ideas of kinetic theory found their way in other fields, such as 
radiative transfer, the theory of ionized gases, and, subsequently, in the the­
ory of neutron transport. Almost unnoticed, however, the rigorous theory 
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of the Boltzmann equation had started in 1933 with a paper5 by Tage Gillis 
Torsten Carleman (1892-1949), who proved a theorem of global existence 
and uniqueness for a gas of hard spheres in the so-called space homogeneous 
case. The theorem was proved under the restrictive assumption that the ini­
tial data depend upon the molecular velocity only through its magnitude. 
This restriction is removed in a posthumous book by the same author4 . 

In 1949 Harold Grad (1923- 1986) wrote a paper15 , which became 
widely known because it contained a systematic method of solving the 
Boltzmann equation by expanding the solution into a series of orthogo­
nal polynomials. In the same paper, however, Grad made a more basic 
contribution to the theory of the Boltzmann equation. In fact, he formu­
lated a conjecture on the validity of the Boltzmann equation. In his words: 
"From the preceding discussion it is possible to see along what lines a 
rigorous derivation of the Boltzmann equation should proceed. First, from 
equilibrium considerations we must let the number density of molecules, N, 
increase without bound. At the same time we would like the macroscopic 
properties of the gas to be unchanged. To do this we allow m to approach 
zero in such a way that mN = p is fixed. The Boltzmann equation for elas­
tic spheres, (2.37) has a factor (72/m in the collision term. If (7 is made to 
approach zero at such a rate that (72/m is fixed, then the Boltzmann equa­
tion remains unaltered. [ ... J In the limiting process described here, it seems 
likely that solutions of Liouville's equation attain many of the significant 
properties of the Boltzmann equation." 

In the 1950s there were some significant results concerning the Boltz­
mann equation. A few exact solutions were obtained by C. Truesdell25 in 
the U.S.A. and by V. S. Galkin12,13 in the Soviet Union, while the existence 
theory was extended by D. Morgenstern22 , who proved a global existence 
theorem for a gas of Maxwellian molecules in the space homogeneous case. 
His work was extended by L. Arkeryd1,2 in 1972. 

In the 1960s, under the impact of the problems related to space re­
search, the main interest was in the direction of finding approximate so­
lutions of the Boltzmann equation and developing mathematical results 
for the perturbation of equilibrium6 ,8. Important methods developed by H. 
Grad14 were brought to completion much later by S. Ukai, Y. Shizuta, and 
K. Asano23,24,26. 

The problem of proving the validity of the Boltzmann equation was 
still completely open. In 1972, C. Cercignani7 proved that taking the limit 
indicated by Grad in the passage quoted above (now called the Boltzmann­
Grad limit) produced, from a formal point of view, a perfectly consistent 
theory, i. e. the so-called Boltzmann hierarchy. This result clearly indicated 
that the difficulties of the rigorous derivation of the Boltzmann equation 
were not of a formal nature but were at least of the same order of diffi­
culty as those of proving theorems of existence and uniqueness in the space 
inhomogeneous case. Subsequently, O. Lanford proved2o that the formal 
derivation becomes rigorous if one limits oneself to a sufficiently short time 
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interval. The problem of a rigorous, globally valid justification of the Boltz­
mann equation is still open, except for the case of an expanding rare cloud 
of gas in a vacuum, for which the difficulties were overcome by R. Illner and 
M. Pulvirenti17,18, after that Illner and Shinbrot had provided the corre­
sponding existence and uniqueness theorem for the Boltzmann equation19 . 

Recently, R. Di Perna and P. L. Lions lO have proved a global existence 
theorem for quite general data, but several important problems, such as 
proving that energy is conserved or controlling the growth of density are 
still open. 

The last part of this historical sketch has come so close to current 
research that it would be inappropriate to continue it here. The rigorous 
theory developed so far and the open problems will be described in the next 
chapters. 
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2 
Informal Derivation of the 
Boltzmann Equation 

2.1 The Phase Space and the Liouville Equation 

As indicated in the previous chapter, we shall investigate the hard sphere 
model of a gas. The reason for choosing such a simple model is based on 
the expectation that in the asymptotic regimes (hydrodynamic and kinetic) 
in which we are interested the general features should not depend on the 
particular type of interaction between the particles. 

In order to discuss the behavior of a system of N (identical) hard 
spheres it is very convenient to introduce the so-called phase space, i.e., a 
6N -dimensional space where the Cartesian coordinates are the 3N compo­
nents of the the N position vectors of the sphere centers Xi and the 3N 
components of the N velocities ei. In this space, the state of the system, 
if known with absolute accuracy, is represented by a point whose coor­
dinates are the 6N values of the components of the position vectors and 
velocities of the N particles. Let us denote by z the 6N-dimensional posi­
tion vector of this point in the phase space. If the state is not known with 
absolute accuracy, we must introduce a probability density P(z, t), which 
gives the distribution of probability in phase space [whose precise meaning 
is given by Eq. (1.1)]. Given Po(z), its value at t = 0, we can compute 
P(z, t) (t > 0), provided we have an evolution equation for it. Here we 
have a difficulty because the hard sphere time evolution is discontinuous; 
in fact, when two particles collide, their velocities change instantaneously 
from incoming to outgoing. To deal with this difficulty, first we cancel the 
parts of the phase space corresponding to overlapping spheres and then we 
add suitable boundary conditions at the border of the remaining domain. 
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The evolution z = Tt Zo of each phase point Zo is then uniquely defined, 
provided that the phase points that lead to triple and higher collisions and 
those leading to infinitely many collisions in a finite time are neglected. 
The set of such points is of zero Lebesgue measure, as will be discussed in 
Chapter 4. 

The probability that z will be found in a region D of phase space at 
time tis 

(1.1 ) Prob(z E D) = 10 P(z, t)dz 

where dz denotes the Lebesgue measure in phase space. We remark that 
by writing Eq. (1.1) we are implicitly using the assumption that the mea­
sure defining the probability is absolutely continuous with respect to the 
Lebesgue measure. 

The above probability is equal to the probability that the representa­
tive point was, at t = 0, in the region Do consisting of the points Zo, which 
are the inverse images of the points zED in the mapping z = Tt Zo. In 
formulas, Do = {zo I Tt Zo ED}. Hence: 

(1.2) [ P(z, t)dz = [ Po(zo)dzo. 
lo loo 

We can now exploit the fact that the set of values of zED coincides with 
the set of points z = Tt Zo with Zo E Do and change the integration variable 
in the left-hand side from z to zoo We obtain 

(1.3) [ P(z, t)dz = [ P(Ttzo, t)J(zjzo)dzo 
lo loo 

where J (z j zo) is the Jacobian determinant of the old variables with respect 
to the new ones (which turns out to be positive; by continuity, if no collisions 
occur, but also in the presence of collisions, see below). Comparison of Eqs. 
(1.3) and (1.2) gives, due to the arbitrariness of Do, 

(1.4) 

If we assume that no forces act on the particles, the Jacobian turns out to 
be unity. In fact, between two collisions each particle evolves independently, 
with Xi = XOi + ~Oit, ~i = ~Oi' were XOi and ~Oi are the initial values of the 
position and velocity vectors of the ith particle. It is clear that the Jacobian 
is unity (see Problems 1 and 2). We have to examine what happens at a 
collision. 
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When two spheres collide, conservation of momentum and energy must 
hold. Thus the velocities of the two particles after the impact (6,6) and 
before the impact (€i, €~) satisfy: 

(1.5) 

Let us introduce a unit vector n directed along 6 - €i; this direction bisects 
the directions of V = 6 - 6 and -V' = -(€i - 6) (therefore, see Fig. 2, 
n = (Xl - x2)/lxI - x21 is the unit vector directed along the line joining 
the centers of the spheres, since the change of momentum at the moment 
of the impact between two smooth spheres must be directed along such a 
line). It is not hard to see (Problem 3) that Eqs. (1.5) imply 

€~ = 6 - n[n . (6 - 6)] 

(1.6) €~ = 6 + n[n . (6 - 6)]· 

~1- ~2 

FIGURE 2. 

We remark that the relative velocity 

(1.7) V=6-6 

satisfies 
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(1.8) Vi = V - 2n(n· V) 

i.e., undergoes a specular reflection at the impact. This means that if we 
split Vat the point of impact in a normal component Vn , directed along n 
and a tangential component \It (in the plane normal to n), then Vn changes 
sign and \It remains unchanged in a collision (Problem 4). 

FIGURE 3. 

It is now easy to compute the Jacobian of the velocities after the impact 
with respect to those before. The easiest way is to first transform each set 
of variables to the corresponding variables V (the relative velocity) and 
( = H 6 + 6) (the velocity of the center of mass). These transformations 
are easily seen to have unit Jacobian (Problem 5). The Jacobian matrix 
of the transformation from ((, V) to (e, V') is now diagonal if we adopt 
normal and tangential components; it differs from the unit matrix, because 
one entry (corresponding to the normal component) is -1 rather than 1. 
Hence the Jacobian is -1. 

We now need the Jacobian of the position variables after the impact 
with respect to those before the impact. It is clear that this Jacobian is -1, 
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because the volume elements change their relative orientation upon impact 
(see Fig. 3). 

The Jacobian J of the transformation occurring in phase space when 
a collision occurs is clearly the product of the Jacobians corresponding to 
the transformations undergone by space and velocity variables, respectively. 
Hence J = (-1)· (-1) = 1. 

We remark that the hard sphere dynamics can be obtained as a limiting 
case of the dynamics in which the particles interact via a repulsive potential 
that becomes infinity for r :S: 0" and zero for r > 0"; this is easy to check 
for the two-body problem, although is a delicate question for an N -body 
problem. In the case of this potential one can easily prove the Liouville 
theorem on the invariance of the volume in phase space during the evolution, 
because then i = Z (z), where Z is a solenoidal field. Then J (z j zo) = 1 
and, by taking the limit, the same result holds for hard spheres. This is a 
different proof of the relation that we need. 

We conclude that, in the absence of forces acting on the particles dur­
ing their movement between two subsequent collisions, Eq. (1.4) simply 
becomes 

(1.9) 

Hence P is constant along the trajectory of z in phase space. 
P is defined in the set QN x ~N, where Q is a subset of 1R3 where the 

N particles move; it is, however, 0 at the points of this set that satisfy: 

(1.10) 3i,j E {I, 2, ... , N} (i i= j) : IXi - xjl < 0" 

where 0" is the sphere diameter. In fact, if z is a point in the set defined 
by (1.10), the ith and jth molecule would overlap, which is impossible, 
since they are assumed to be hard spheres. It is, accordingly, convenient 
to consider the set A, obtained by deleting from QN x 1R3N the points 
satisfying (1.10). 

If P is a differentiable function of the variables z, t in A, Eq. (1.9) 
implies that: 

(1.11) 
ap N ap 
- + ""' ~i . - = 0 at ~ ax· 

i=l • 

(z E A) . 

In fact, since z = Tt Zo describes a rectilinear motion of all the particles 
inside A , it is obviously true that 

(1.12) dzjdt = (6,6, ... ,~N,O,O, . .. , 0) 

and Eq. (1.11) follows from Eq. (1.9) by differentiation. Eq. (1.11) is called 
the Liouville equation for the system under consideration. 
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Eq. (1.11) is a partial differential equation, and as such, must be ac­
companied by suitable initial and boundary conditions. The initial condition 
simply assigns the value of P at t = O. As for the boundary conditions, they 
are present even if the gas is free to move without bounds in space (i .e., 
if n = ~3). In fact, we had to introduce boundaries in order to define A 
(where (1.11) holds); these are the boundaries with the regions where the 
spheres would overlap. At these boundary points we must impose the con­
dition dictated by Eq. (1.9); since P is always constant along the trajectory 
.in A (boundary included), but the velocity variables undergo a discontinu­
ous transformation there, we must impose that P is the same at z and z', 
where z and z' indicate points of the boundary of A that are transformed 
one into the other by the transformation associated with an impact: 

(1.13) P(z, t) = P(z', t) (z E 8A), 

or, in more detail: 

(1.14) 

P(Xl, 6,·· · Xi, ~i - nij(nij . Vij), ... , Xj, ~j + nij(nij . Vij), ... , XN, ~N' t) 

if IXi-Xjl=a (i#j) 

where Vij = ~i - ~j and nij is the unit vector directed as Xi - Xj. 
If n does not coincide with the entire space ~, then there are addi­

tional boundary points corresponding to those z for which at least one Xi is 
on 8A . A suitable boundary condition must be assigned at these points as 
well. Frequently one assumes specular reflection (~: = ~i - ni(ni . ~i)' where 
ni is the normal at Xi), but other boundary conditions are used in practice 
(see Chapter 8). If n is a box, periodicity conditions are very popular; in 
that case one can avoid mentioning the boundaries and talk about a flat 
torus (after identification of opposite faces). 

An important point to be mentioned is the circumstance that the ini­
tial values that we shall allow are symmetric upon interchange of any two 
particles (since the particles are identical): 

(1.15) 

V(i,j). 

Since the time evolution is consistent with this symmetry (see Problems 
9 and 10), Eq. (1.10) shows that the same symmetry is preserved for t > O. 
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Problems 

1. Show that if a particle's motion is uniform and rectilinear, then the 
Jacobian of the position and velocity components at time t with respect 
to their initial data is unity. 

2. Show that in a system of N noninteracting particles the Jacobian of 
the position and velocity components at time t with respect to their 
initial data is the product of the Jacobians corresponding to the single 
particles. 

3. Show that Eqs. (1.6) hold. (Remark: by definition we have 6 = ~i -nC, 
where C is a scalar to be determined ... ; in an equivalent way, project 
Eq. (1.5) along n and in a plane perpendicular to n ... ) 

4. Check that if we split the relative velocity V at the point of impact into 
a normal component Vn directed along n and a tangential component 
Vi (in the plane normal to n), then Vn changes sign and Vi remains 
unchanged in a collision. 

5. Show that if we transform from the variables 6, 6 to the variables V 
(the relative velocity) and ~ = ~(6 + 6) (the velocity of the center of 
mass), the transformation has unit Jacobian. 

6. Check, by a direct calculation that the Jacobian of the transformation 
(1.7) is -1, if the collision occurs in a plane ( i.e., 6,6,~i, and ~~ 
have just two components, while the components of n can be written 
(cos 0, sin 0), where 0 is a suitable angle). 

7. Check Eq. (1.13). 
8. Check Eq. (1.12). 
9. Check that if the time evolution is dictated by Xi = XOi + ~Oit, ~i = 

~Oi (i = 1, 2, ... , N), then if we interchange the initial data of two 
particles, say the first and the second, the solution changes only by the 
same interchange, i.e., the values of Xl and 6 at time t become those 
previously taken by X2 and 6 and the other way around. 

10. Check that Eq. (1.12) remains unchanged if two particles are inter­
changed. 

2.2 Boltzmann's Argument in a Modern Perspective 

The Liouville equation discussed in the previous section is a useful concep­
tual tool, but it cannot in any way be used in practical calculations because 
of the large number of real variables on which the unknown depends (of the 
order of 1020 ). This was realized by Maxwell and Boltzmann when they 
started to work with the one-particle probability density, or distribution 
function p(l) (x,~, t). The latter, at variance with the function P(z, t) used 
in the previous section, depends on just seven real variables, i.e. the compo­
nents of the two vectors x and ~ and time t. In particular, Boltzmann wrote 
an evolution equation for p(l) by means of a heuristic argument, which we 
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shall try to present in such a way as to show where extra assumptions are 
introduced. One should realize that, as we shall see, one can obtain an exact 
equation for p(l) from the Liouville equation, but this equation contains 
p(2); a closed equation for p(l) is an extremely important step in the treat­
ment of the problem. The equation written by Boltzmann and bearing his 
name can be justified in terms of statistical independence, as we shall see 
later. 

Let us first consider the meaning of p(l) (x, e, t); it gives the probability 
density of finding one fixed particle (say, the one labeled 1) at a certain 
point (x, e) of the six-dimensional reduced phase space associated with the 
position and velocity of that particle. It is thus clear that there is a simple 
relation between p(l) and P; in fact 

(2.1) 

p(1)(xl,6,t) = r P(xl,6,X2,6, ... ,XN,eN,t)dx2d6, ... dxN~N 
lnX!R3N-3 

since p(l) is the probability of finding the first particle in a certain state no 
matter what the states of the particles labeled 2, ... , N are (in Eq. (2.1), 
of course, P is set equal to zero outside A x ~N) . Thus, in principle, the 
evolution of p(l) is contained in the Liouville equation; this remark will be 
useful later, but will presently be disregarded. In this section we shall try 
to write an equation for p(l) on the basis of its physical significance. 

Let us remark that, in the absence of collisions, p(l) would satisfy the 
same equation as P [except that we should take N = 1 in Eq. (1.11)]. 
Accordingly we must evaluate the effects of collisions on the time evolution 
of p(l). We remark that the probability of occurrence of a collision will be 
related to the probability of finding another molecule with a center exactly 
one diameter from the center of the first one, whose distribution function 
is p(1). Thus, generally speaking, in order to write the evolution equation 
for p(l) we shall need another function, p(2), which gives the probability 
density of finding, at time t, the first molecule at Xl with velocity el and 
the second at X2 with velocity 6; obviously p(2) = p(2)(Xl,6,X2,6,t). 
Generally speaking we shall have 

(2.2) 
8P(l) 8P(l) 
--+6·-- =G-L. at 8Xl 

Here Ldxl~ldt gives the expected number of particles with position be­
tween Xl and Xl + dXl and velocity between 6 and 6 + ~l that disappear 
from these ranges of values because of a collision in the time interval be­
tween t and t + dt and GdXl~ldt gives the analogous number of particles 
entering the same range in the same time interval. The count of these num­
bers is analogous to the one made in Chapter 1 to compute the transfer 
of momentum from the molecules to a wall, provided we use the trick of 



2.2 Boltzmann's Argument in a Modern Perspective 21 

imagining particle 1 as a sphere at rest and endowed with twice the ac­
tual diameter a and the other particles to be point masses with velocity 
(€i - €l) = Vi. In fact, each collision will send particle lout of the above 
range and the number of the collisions of particle 1 will be the number 
of expected collisions of any other particle with that sphere. Since there 
are exactly (N - 1) identical point masses and multiple collisions are dis­
regarded, G = (N - l)g and L = (N - l)l, where the lowercase letters 
indicate the contribution of a fixed particle, say particle 2. We shall then 
compute the effect of the collisions of particle 2 with l. 

Let X2 be a point of the sphere such that the vector joining the center 
of the sphere with X2 is an, where n is a unit vector. A cylinder with height 
!V2 ·nldt and base area dB = a2dn (where dn is the area of a surface element 
of the unit sphere about n) will contain the particles with velocity 6 hitting 
the base dB in the time interval (t, t+dt); its volume is a2dn!V2 ·nldt. Thus 
the probability of a collision of particle 2 with particle 1 in the ranges 
(Xl, Xl +dxd, (6,6 +d6), (X2, X2 + dX2), (6,6 +d6), (t, t+dt) occurring 
at points of dB is p(2)(Xl,X2,6,6,t)dxld6d6 x a2dn!V2 ·nldt. If we want 
the probability of collisions of particles 1 and 2, when the range of the 
former is fixed but the latter may have any velocity 6 and any position X2 
on the sphere (i.e. any n), we integrate over the sphere and all the possible 
velocities of particle 2 to obtain: 

(2.3) 

ldxld€ldt = dXld€ldt [ [ p(2)(Xl,€l,Xl+an,6,t)!V2·nla2dnd€2 
J~3 Js_ 

where B_ is the hemisphere corresponding to V2 • n < 0 (the particles 
are moving one toward the other before the collision). Thus we have the 
following result : 

The calculation of the gain term G is exactly the same as the one for L, 
except that we are looking at particles that have velocities 6 and 6 after 
collision, and hence we have to integrate over the hemisphere B+, defined 
by V2 · > 0 (the particles are moving away one from the other after the 
collision) . Thus we have: 

We thus could write the right-hand side of Eq. (2.2) as a single expression: 
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where now 8 2 is the entire unit sphere and we have abolished the bars of 
absolute value in the right-hand side. 

Although our derivation of Eqs. (2.4) to (2.6) has been a little cavalier, 
the results can (and will) be justified with full rigor. 

Eq. (2.6), although absolutely correct, is not very useful in this form. 
It turns out that it is much more convenient to keep the gain and loss 
terms separated. Only in this way, in fact, can we insert in Eq. (2.2) the 
information that the probability density p(2) is continuous at a collision, 
(Eq. 1.14). This, in turn, as we shall see, will permit us to use the essen­
tial circumstance that particles that are about to collide are statistically 
independent, while those that have just collided are not. In order to use 
Eq. (1.14), we remark that if we write for i = 1, j = 2 and integrate with 
respect to the positions and velocities of the remaining N - 2 particles, we 
have: 

if IXl - x21 = a where we have written V for V12 = 6 - 6 and n for 
-n12 (in agreement with the notation used earlier). In order to shorten, we 
write [in agreement with Eq. (1.6)]: 

(2.8) ~~ = 6 - n( n . V) ~~ = 6 + n(n· V). 

Inserting Eq. (2.8) in Eq. (2.5) we thus obtain: 

which is a frequently used form. Sometimes n is changed into -n in order 
to have the same integration range as in Lj the only change (in addition to 
the change in the range) is in the third argument of p(2), which becomes 
Xl - an. 

At this point we are ready to understand Boltzmann's argument. In a 
rarefied gas N is a very large number and a (expressed in common units, 
such as centimeters) is very smallj to fix the ideas, let us say that we 
have a box whose volume is 1 cm3 at room temperature and atmospheric 
pressure. Then N ~ 1020 and a = 1O-8cm. Then (N - 1)a2 ~ Na2 = 
104 cm2 = 1 m2 is a sizable quantity, while we can neglect the difference 
between Xl and Xl + an. This means that the equation to be written can 
be rigorously valid only in the so-called Boltzmann-Grad limit, when N --+ 

00, a --+ 0 with N a2 finite. 
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In addition, since the volume occupied by the particles is about 
N a 3 ~ 1O-4cm3 , the collisions between two preselected particles is a rather 
rare event. Thus two spheres that happen to collide can be thought of as 
two randomly chosen particles, and it makes sense to assume that the prob­
ability density of finding the first molecule at Xl with velocity 6 and the 
second at Xz with velocity 6 is the product of the probability density of 
finding the first molecule at Xl with velocity 6 times the probability den­
sity of finding the second molecule at Xz with velocity 6. If we accept this 
we can write (assumption of molecular chaos): 

(2.10) 

for two particles that are about to collide, or: 

(2.11) p(Z)(Xl,6, Xl + an, 6, t) = p(l)(Xl, 6, t)p(l)(Xl + an,6, t) 

for (6 - 6) . n < O. 

Thus we can apply this recipe to the loss term (2.2) but not to the gain 
term in the form (2.3). It is possible, however, to apply Eq. (2.11) (with 
~~, ~~ in place of 6,6) to the form (2.9) of the gain term, because the 
transformation (2.8) maps the hemisphere S+ onto the hemisphere S-. 

If we accept all the simplifying assumptions made by Boltzmann, we 
obtain the following form for the gain and loss terms: 

By inserting these expressions in Eq. (2.2) we can write the Boltzmann 
equation in the following form: 

8P(1) 8P(1) 
(2.14) -- + 6 . --

at 8Xl 

= N a ZL3 fs_ [p(l) (Xl, ~~, t)p(1) (Xl, ~~, t) - P(1)(Xb 6, t)p(l)(Xb 6, t)] 

1(6 -6)'n I d6dn. 

The Boltzmann equation is an evolution equation for p(l) without any 
reference to p(Z) or P. This is its main advantage. It has been obtained, 
however, at the price of several assumptions; the chaos assumption present 
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in Eqs. (2.10) and (2.11) is particularly strong and will be discussed in the 
next section. 

Problem 

1. Check that the transformation (2.8) actually maps the hemisphere S+ 
onto S_. 

2.3 Molecular Chaos. Critique and Justification 

The molecular chaos, assumed in Eqs. (2.10) to (2.11), is clearly a property 
of randomness. Intuitively, one feels that collisions exert a randomizing 
influence, but it would be completely wrong to argue that the statistical 
independence described by Eq. (2.10) is a consequence of the dynamics. It 
is quite clear that we cannot expect every choice of the initial value for P to 
give a pCI) that agrees with the solution of the Boltzmann equation in the 
Boltzmann-Grad limit. In other words, molecular chaos must be present 
initially and we can only ask whether it is preserved by the time evolution 
of the system of hard spheres. 

It is evident that the chaos property (2.10), if initially present, is almost 
immediately destroyed if we insist that it should be valid everywhere. In 
fact, if it were strictly valid everywhere, the gain and loss terms in the 
Boltzmann-Grad limit would be exactly equal and there would be no effect 
of the collisions on the time evolution of p(1). The essential point is that 
we need the chaos property only for particles that are about to collide, i.e. 
in the precise form stated in Eq. (2.11) . It is clear, then, that even if pCI), 

as predicted by the Liouville equation, converges nicely to a solution of 
the Boltzmann equation, p(2) may converge to a product, as stated in Eq. 
(2.11), only in a way that is, in a certain sense, very singular. In fact, it is 
not enough to show that the convergence is almost everywhere, because we 
need to use the chaos property in a zero measure set. On the other hand we 
cannot try to show convergence everywhere, because this would be false; in 
fact, we have just remarked that Eq. (2.11) is simply not true for molecules 
that have just collided. 

How can we approach the question of justifying the Boltzmann equa­
tion without invoking the molecular chaos assumption as an a priori hy­
pothesis? Obviously, since p(2) appears in the evolution equation for pCI), 

we must investigate the time evolution for p(2); now, as is clear and as 
will be illustrated in the next section, the evolution equation for p(2) con­
tains another function, p(3), which depends on time and the coordinates 
of three particles and gives the probability density of finding, at time t, 
the first molecule at Xl with velocity 6, the second at X2 with velocity 6, 
and the third at X3 with velocity 6. In general if we introduce a function 
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p(s) = p(s) (X!, X2.'" Xs , ~l' 6 ... , ~s, t), the so-called s-particle distribu­
tion function, which gives the probability density of finding, at time t, the 
first molecule at Xl with velocity 6, the second at X2 with velocity 6, ... , 
and the sth at Xs with velocity ~s, we find the evolution equation of p(s) 

contains the next function p(s+l), until we reach s = N; in fact p(N) is 
nothing other than P, and it satisfies the Liouville equation. It is thus clear 
that we cannot proceed unless we handle all the p(s) at the same time and 
attempt to prove a generalized form of molecular chaos, i.e. 

s 

(3.1) P(s)(Xl, 6, ,X2, 6,· .. ,XS , ~s, t) = II p(l) (xs, ~s, t) 
j=l 

The task then becomes to show that if true at t = 0, this property re­
mains preserved (for any fixed s) in the Boltzmann-Grad limit. This will 
be discussed in more detail in the next few sections. 

There remains the problem of justifying the initial chaos assumption, 
according to which Eq. (3.1) is satisfied at t = O. One can give two justifi­
cations, one of them being physical in nature and the second mathematical; 
essentially, they say the same thing, i.e., that it is hard to prepare an initial 
state for which Eq. (3.1) does not hold. The physical reason for this is that, 
in general, we cannot handle the single molecules but rather act on the gas 
as a whole at a macroscopic level, usually starting from an equilibrium state 
(for which Eq. (3.1) holds). The mathematical argument indicates that if 
we choose the initial data for the molecules at random there is an over­
whelming probability l,3 that Eq. (3.1) is satisfied for t = 0 (see Problem 
1). 

A word should be said about boundary conditions. When proving that 
chaos is preserved in the limit, it is absolutely necessary to have a boundary 
condition compatible (at least in the limit) with Eq. (3.1). If the boundary 
conditions are those of periodicity or specular reflection, no problems arise. 
In general, it is sufficient that the particles are scattered without losses 
from the boundary in a way that does not depend on the state of the other 
particles of the gas l . 

Problems 

1. Give a reasonable definition of probability for the initial data in terms 
of P and show that it attains a constrained maximum (the constraint 
being that p(l) is assigned) when P = p(N) is chaotic, i.e. it satisfies 
Eq. (3.1) (with s = N and t = 0). (see Ref. 1). 

2. What happens if in the previous problem we add the constraint that 
p is zero outside aN x R3N? 
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2.4 The BBGKY Hierarchy 

In this section we shall deal with the equations satisfied by the s-particle 
distribution functions p(s) as a consequence of the Liouville equation (1.11), 
which we rewrite here for the convenience of the reader: 

(4.1) 
oP N oP 
-+ "ei' - =0 at L...t ax 

i=l • 

(z E A). 

A rigorous derivation of these equations involves some subtleties, which 
will be discussed in Chapter 4. Here we shall assume that P is a smooth 
function, so that all the steps to be performed are justified. 

We first state the relation between p(s) and P, which follows from 
their definition and is similar to Eq. (2.1): 

(4.2) 

N 

= 1 P(xb6,X2,6"",XN,eN,t) II dXjdJ;,j. 
as x!R3s j=s+l 

The first step to be performed in order to derive an evolution equation 
for p(s) is now rather obvious: we integrate Eq. (4.1) with respect to the 
variables x j (s + 1 ~ j ~ N) over {ls X ?Jt3s. It is convenient to keep the 
terms in the sum appearing in Eq. (4.1) with i ~ s from those with i >s. 

(4.3) 

op(s) f S oP N N f oP N 
- + "ei' - II dx·dJ;, +" ek' - II dx·dJ;,· = 0 at L...t ax. J J L...t ax J J 

i=l • j=s+l k=s+l k j=s+l 

where integration with respect to the velocity variables extends to the entire 
~3N -3s, while it extends to {IN -8 deprived of the spheres IXi - Xj I < 0" (i = 
1, ... ,N, i i:- j) with respect to the position variables. It is also expedient 
to call k the dummy suffix in the second sum rather than i. 

A typical term in the first sum in Eq. (4.3) contains the integral of a 
derivative with respect to a variable, Xi, over which one does not integrate; 
it is not possible, however, to simply change the order of integration and 
differentiation to obtain a derivative of p(s), even if the function P is as­
sumed to be smooth, because the domain has boundaries (IXi - xjl = 0") 
depending upon Xi. To obtain the correct result, a boundary term has to 
be added: 
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where nik is the outer normal to the sphere I Xi - Xk 1= a (with center at 
Xk), daik the surface element on the same sphere, and p(s+l) the (8 + 1)­
particle distribution function with arguments (Xj,~j) (j = 1,2, ... ,8,k) 
(see Problem 1). 

A typical term in the second sum in Eq. (4.3) can be immediately 
integrated by means of the Gauss theorem, since it involves the integration 
of a derivative taken with respect to one of the integration variables. We 
find: 

(4.5) J oP N 
~k' - II dx'~' ax J J 

k j=s+l 

= t J P(s+1)~k' nikdaik~k 
i=l 

N 

+ L J p(s+2)~k . nikdaik~kdxi~i + J P(s+1)~k . nkdSk~k 
i=s+l 

ii-k 

where dSk is the surface element of the boundary of il in the three­
dimensional subspace described by Xk, and nk is the unit vector normal 
to such a surface element and pointing into the gas. The last term in Eq. 
(4.5) is the contribution from the solid boundary of il; if the boundary con­
ditions are of the form described at the end of the last section (in particular 
if there are specular reflection or periodicity boundary conditions) the term 
under consideration is zero; henceforth it will be omitted. 

Inserting Eqs. (4.4) and (4.5) into Eq. (4.3) we find: 

(4.6) 
op(s) s opts) s N J 
tit + L ~i • ~ = L L P(s+1)Vik . nikdaik~k 

i=l X. i=l k=s+l 

N 

+~ L J P(S+2)Vki . nikdaik~kdxi~i 
i=s+l 

ii-k 

where Vik = ~i - ~k is the relative velocity of the ith particle with respect to 
the kth particle and we have taken into account that ~k . nik can be replaced 
by ~ Vki . nik in the second sum, because nik = -nki' The last integral is 
now easily seen to be zero. In fact, the integral over the sphere described by 
nik can be split into two parts; one refers to the hemisphere Vki . nik > 0, 
the other to the hemisphere Vki . nik < O. Now Eq. (1.15) implies: 

(4.7) P(s)(Xl, 6, .. . Xi, ~i'" . , Xj, ~j, ... , x s , ~s, t) 

= P(s)(Xl, 6, ... , Xi, ~i -nij(nij' Vij), . .. , Xj , ~j +nij(nij' Vij), ... , x s , ~s, t) 

if IXi - xjl = a (i,j = 1,2, ... ,8; i =I- j; 8 = 1,2, ... , N). 
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Thus in the last integral of Eq. (4.6) any point of one hemisphere is mapped 
by a measure preserving transformation of the type shown in Eq. (2.8) into 
a point of the other hemisphere where p(s+2) takes the same value (Eq. 
(4.7) with s+2 in place of s). Since the factor Vki ·nik takes opposite values 
at these two points, the integral under consideration vanishes. FUrther, the 
first integral in Eq. (4.6) is the same no matter what the'value of the dummy 
index k is; thus we can abolish this index and write x*,e* in place of Xk,ek' 
Summarizing, we have: 

where Vi = ei - e*,ni = (Xi - x*)/a and the arguments of p(s+1) are 
(xl,6,··· ,xs,es,x*,e*,t). 

It should be clear that the streaming operator in the left-hand side 
of Eq. (4.8) should be complemented with the boundary conditions on the 
boundary of AS. This operator is the generator of the free motion of s 
particles. The physical meaning of Eq. (4.8) should be transparent: the 
s-particle distribution function evolves in time according to the s-particle 
dynamics, corrected by the effect of the interaction with the remaining 
(N - s) particles. The effect of this interaction is described by the right­
hand side of Eq. (4.8) . 

We remark that for s = 2 Eq. (4.8) reduces to Eq. (2.1) when the 
right-hand side G - L is written in the form (2.5). That expression is thus 
rigorously justified for functions P that are smooth enough. However, as 
we remarked in Section 2, the form (2.5) is not the most convenient for 
the right-hand side of Eq. (2.1). It is better to keep the contributions from 
the two hemispheres ± V ·n > 0 separate. For the same reason, here we 
separate in Eq. (4.8) the contributions from the two hemispheres S+i and 
S_ i, defined by Vi . ni > 0 and Vi . ni < 0, respectively. In addition, we 
remark that dai = a2dni(where dni is the surface element on the unit 
sphere described by ni) and write: 

fJP(s) s fJP(s) 
fit + Lei' ~ = (N -s)a2 

i=l • 

(4.9) 

t ([ [. p(s+1)IVi· nildnide* - [ [ . P(S+1)IVi· ni1dnide*) 
i=l J~3 Js+' J~3 Js,-

Now, as we did in Section 2 for the particular case where s = 2, we use 
the laws of elastic impact and the continuity of the distribution functions 
embodied in Eq. (4.7) (with s + 1 in place of s) to obtain 

fJP(s) 8 fJP(S) 2 

fit + Lei . ~ = (N - s)a 
i=l • 

(4.10) 
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where p(s+l)' means that in p(s+1) we replace the arguments ~i and ~* with 
~~ and ~~, given by: 

(4.11) 

We may transform the two integrals extended to S~ and S~ into a single 
integral by changing, e.g., ni into -ni in the second integral; we may even 
abolish the index i in ni, provided the argument x* in the second integral 
of the ith term is replaced by 

(4.12) 

(x* is replaced by Xi + nO" in the first integral, of course). Thus we have: 

(4.13) 

This system of equations is usually called the BBGKY hierarchy for a hard 
sphere gas. 

Problems 

1. Show that Eq. (4.4) holds. 
2. Show that the last integral in Eq. (4.4) is zero if the boundary condi­

tions are such that the change of state of a particle at the boundary is 
independent of the state of the other particles (see Ref. 2) . 

2.5 The Boltzmann Hierarchy and Its Relation to the 
Boltzmann Equation 

Let us consider the Boltzmann-Grad limit (N ....... 00 and 0" ....... 0 in such 
a way that N 0"2 remains finite). Then we obtain (for each fixed s) that if 
each p(s) tends to a limit (which we denote by the same symbol) and this 
limit is sufficiently smooth, the finite hierarchy of Eqs. (4.13) becomes in 
the limit: 
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where the arguments of p(s+l)' and p(s+l) are the same as above, except 
that x~ = x. = Xi in agreement with Eq. (4.12) for a -+ O. Eqs. (5.1) give 
a complete description of the time evolution of a Boltzmann gas (i.e. the 
ideal gas obtained in the Boltzmann-Grad limit), provided the initial value 
problem is well posed for this infinite system of equations, which appears 
to have been first written in Ref. 3 and is usually called the Boltzmann 
hierarchy. 

As we already know, Eq. (5.1) is not equivalent to the Boltzmann 
equation, unless a special assumption on the initial data is made. Indeed, 
as discussed by Spohn4, the solutions of the Boltzmann hierarchy describe 
the evolution of a Boltzmann gas, when the chaos assumption given by 
Eq. (3.1) is not satisfied by the initial data at t = O. The solutions of the 
Boltzmann hierarchy in the case when the factorization property is not 
fulfilled for t = 0 will be given in Section 7 of Chapter 4. Here we shall 
assume that the data satisfy Eq. (3.1), which we rewrite here for t = 0: 

s 

(5.2) p(s)(xl,6,X2,6, .. . ,xs,~s,O) = II p(1)(xs,~s,O). 
j=1 

It is now a simple remark, made in Ref. 3, that if Eq. (5.2) is satisfied and 
the Boltzmann equation, given by Eq. (2.14) or, shortly, (V = ~ - ~.) by: 

(5.3) -- +~. -- = Na2 (p(l) pP) - p(1) pi1))IV· nl~.dn op(1) Op(l) 11 " 
at ox lR3 S + 

admits a solution p(I)(xs,~s,t) for given initial data p(I)(xs,~s,O), then 
the Boltzmann hierarchy Eq. (5.1) has at least a solution, given by 

s 

(5.4) P(s)(Xl, ~1' X2, 6,· .. , xs, ~s, t) = II p(ll(xs, ~s, t). 
j=1 

Therefore the chaos assumption, Eq. (5.4), is not inconsistent with the 
dynamics of rigid spheres in the Boltzmann-Grad limit; actually, if the 
Boltzmann hierarchy has a unique solution for data that satisfy Eq. (5.2), 
then Eq. (5.4) necessarily holds at any time if it holds at t = O. Then the 
Boltzmann equation is justified. 

We stress, however, the fact that we made several assumptions (exis­
tence of limits, their smoothness, an existence theorem for the Boltzmann 
equation, a uniqueness theorem for the Boltzmann hierarchy) that might 



References 31 

not be satisfied. A few cases in which these properties have been shown to 
hold and thus the Boltzmann equation has been shown to be valid, will be 
discussed later (see Chapter 4). 

We end this chapter with a few remarks on the Boltzmann equation, 
Eq. (5.3). First, we can omit the superscript (1), which is no longer needed, 
and we rewrite Eq. (5.3) as follows 

(5.5) a: + ~. ~p = Na2 r r (PIP; - PP.)IV. nld~.dn. 
ut uX J~3JS+ 

Then it should be clear that the arguments of P are x,~, t,those of P. x, ~., t, 
those of pI x, (, t and those of p~ x, ~:, t, where 

(5.6) e = ~ - n(n· V) 

Finally we observe that the integral in Eq. (5.5) is extended to the hemi­
sphere 8+, but could be equivalently extended to the entire sphere 82 pro­
vided a factor 1/2 is inserted in front of the integral itself. In fact changing 
n into -n does not change the integrand. 

The considerations of this and the previous sections could be extended 
to the case when an external force per unit mass X acts on the molecules; 
the only difference would be to add a term X . aP/a~ in the left-hand side 
of Eq. (5.5). Since we shall usually consider cases when the external action 
on the gas, if any, is exerted through solid boundaries (surface forces), we 
shall not usually write the abovementioned term; it should be kept in mind, 
however, that such simplification implies neglecting, inter alia, gravity. 

Extensions of the Boltzmann equation to molecular models different 
from the hard spheres are possible. This line started with Boltzmann him­
self, who, following previous calculations made by Maxwell, considered 
molecules modeled as point masses that repel each other with a central 
force. It is not hard to write a Boltzmann equation for this case (see Refs. 
1-3) but, since the rigorous theory for these molecular models is in a very 
preliminary stage, we shall not consider it any longer in this book. 

We finally mention that it is possible to retain some of the effects of 
the finite size of the molecules that disappear in the Boltzmann-Grad limit, 
as shown by Enskog in 1921. The relation between the Enskog equation and 
the Liouville equation is unclear from a rigorous standpoint. Once accepted, 
however,the Enskog equation lends itself to interesting mathematical inves­
tigations. 
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3 
Elementary Properties of the 
Solutions 

3.1 Collision Invariants 

In this chapter we shall devote ourselves to a study of the main properties 
of the solutions of the Boltzmann equation. We assume that our solutions 
are as smooth as required. It will be the purpose of the remaining part 
of the book to show that sufficiently smooth solutions exist for which the 
manipulations presented here make sense. 

Before embarking in the study of the properties of the Boltzmann equa­
tion we remark that the unknown of the latter is not always chosen to be a 
probability density as we have done so far; it may be multiplied by a suitable 
factor and transformed into an (expected) number density or an (expected) 
mass density (in phase space, of course). The only thing that changes is the 
factor in front of Eq. (11.5.5), which is no longer Na2 . In order to avoid 
any commitment to a special choice of that factor we replace N a 2 by a 
constant a and the unknown P by another letter, f (which is also the most 
commonly used letter to denote the one-particle distribution function, no 
matter what its normalization is) . In some physically interesting situations 
in which the gas domain is the entire !R3 and the total mass (or total num­
ber of particles) is only locally finite (i.e. iAX!JP f(x, ~)dxdJ,. < +00, for any 
bounded A E !R3 ) the distribution function cannot even be normalized (Le. 
i'R6 f(x, ~)dxdJ,. = +00). Let us then rewrite Eq. (11.5.5) in the following 
form: 

(1.1) 
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The right-hand side contains a quadratic expression Q(f, I), given by: 

(1.2) 

This expression is called the collision integral or simply the collision term, 
and the quadratic operator Q goes under the name of collision operator. In 
this section we study some elementary properties of Q. Actually it turns 
out that it is more convenient to study the slightly more general bilinear 
expression associated with Q(f, I), i.e.: 

It is clear that when 9 = I, Eq. (1.3) reduces to Eq. (1.2) and 

(1.4) Q(f, g) = Q(g, I). 

Our first aim is to study the eightfold integral: 

where 1 and ¢ are functions such that the indicated integrals exist and the 
order of integration does not matter. A simple interchange of the starred 
and unstarred variables [with a glance to Eq. (1I.5.6)J shows that 

(1.6) 

= ~ r r r (f'g~ + g'l; - Ig. - gl.)¢(e.) !V . nldede.dn. J'R3 J'R3 J s+ 

Next, we consider another transformation of variables, the exchange of 
primed and unprimed variables (which is possible because the transforma­
tion in Eq. (11.5.6) is its own inverse). This gives 

(1.7) 

=~ r r r (fg.+gl.-!,g~-g'I;)¢(O!V . nlde'de~dn. 
2 J'R3 J'R3 J s+ 

(Actually since V'· n = - V· n, we should write S_ in place of S+ ; changing 
n into -n, however, gives exactly the expression written here.) 
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The absolute value of the Jacobian from ~,~* to e, ~~ is unity; thus we 
can write d(,d~* in place of de d~~ and Eq. (1.7) becomes: 

Finally we can interchange the starred and unstarred variables in Eq. (1.8) 
to find: 

(1.9) 

Eqs.(1.6), (1.8), and (1.9) differ from Eq. (1.5) because the factor ¢(~) is 
replaced by ¢(~*), -¢(f) , and -¢(~~) respectively. We can now obtain 
more expressions for the integral in the left hand side by taking linear 
combinations of the four different expressions available. Among them, the 
most interesting one is the expression obtained by taking the sum of Eqs. 
(1.5), (1.6), (1.8), and (1.9) and dividing by four. The result is: 

(1.10) L3 Q(J,g)¢(~)d(, 
= -81 r r r (J'g:+g'I;-lg*-gl*)(¢+¢*-¢'-¢*')!V.nld(,d(,*dn. 

J~3 J~3 Js+ 
This relation expresses a basic property of the collision term, which is fre­
quently used. In particular, when 9 = I, Eq. (1.10) reads 

(1.11) 

= ~ r r r (J'I; - II*)(¢ + ¢* - ¢' - ¢*') !V . nld(,d(,*dn. 
J~3 J~3 Js+ 

We remark that the following form also holds: 

In fact, the integral in Eq. (1.11) can be split into the difference of two 
integrals (one containing 1'1; , the other 11*); the two integrals are just 
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the opposite of each other, as an exchange between primed and unprimed 
variables shows, and Eq. (1.12) holds. 

We now observe that the integral in Eq. (1.10) is zero independent of 
the particular functions f and g, if 

(1.13) 

is valid almost everywhere in velocity space. Since the integral appearing 
in the left-hand side of Eq. (1.11) is the rate of change of the average value 
of the function ¢ due to collisions, the functions satisfying Eq. (1.13) are 
called "collision invariants." 

The first discussion of Eq. (1.13) is due to Boltzmann6,7, who assumed 
¢ to be differentiable twice and arrived at the result that the most general 
solution of Eq. (1.13) is given by 

(1.14) 

After Boltzmann, the matter of finding the solutions of Eq. (1.13) was 
investigated by Gronwall14,15 (who was the first to reduce the problem to 
Cauchy's functional equation for linear functions), Carleman9 , and Grad13 . 

All these authors assumed ¢ to be continuous and proved that it must be of 
the form given in Eq. (1.14) . Slightly different versions of Carleman's proof 
are given in Refs. 11 and 22. In the latter monograph22 the authors prove 
that the solution is of the form (1.14), even if the function ¢ is assumed 
to be measurable rather than continuous. In fact, they use a result on the 
solutions of Cauchy's equation: 

(1.15) f(u + v) = f(u) + f(v) 

valid for measurable functions. When passing from continuous to (possibly) 
discontinuous functions, however, one should insist on the fact that Eq. 
(1.14) is satisfied almost everywhere and not everyWhere in ~ x ~3 X 

8 2 , as assumed in Ref. 22. It should be possible, although this was never 
attempted, to transform the proof in Ref. 22 into a proof that the collision 
invariants are the classical ones under the assumption that Eq. (1.14) holds 
almost everywhere. 

The problem of solving Eq. (1.13) was tackled by Cercignani10 with the 
aim of proving that Eq. (1.14) gives the most general solution of Eq. (1.13), 
when the latter is satisfied almost everywhere in ~ x ~3 X 8 2 , under the 
assumption that ¢ is in the Hilbert space Hw of the square integrable func­
tions with respect to a Maxwellian weight w(IW = (~/7r)3/2 exp( _.BI~12), 
~ > O. The first step was to show that the linear manifold of the solutions 
had a polynomial basis. After that it was enough to look for smooth so­
lutions. The existence of these can be made very simple if we look for C 2 

solutions. 
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A completely different proof of the same result (under the assumption 
that ¢ E L Ioc ) was contained in a paper by Arkeryd2 , but remained largely 

ignored in the literature. As shown in a paper by Arkeryd and Cercignani3 , 

Arkeryd's argument, when combined with the proof for 0 2 functions of Ref. 
10, allows a very simple proof of the fact that (1.14) is the most general 
solution when ¢ E Lloc and Eq. (1.13) is satisfied almost everywhere. 

Alternatively, it is possible to prove which the continuous solutions are, 
in such a way that the case of Lloc solutions follows by the continuous proof 
"with a. e. added at suitable places." We shall deal with Eq. (1.15) in the 
set M = {u, v E !R3 ; u . v = O}, because solving this equation is equivalent 
to solving Eq. (1.14) (see Problem 10). 

In fact, the proof we shall now present can be directly used under the 
weaker assumption that f is measurable and finite a. e. and that Eq. (1.15) 
holds for a. e. (u, v) E M. Following Carleman 9 we split f into an even 
part k(u) = f(u) + f( -u) and an odd part h(u) = f(u) - f( -u), which 
separately satisfy Eq. (1.15). Carleman's study of k is simple and holds 
also in the measurable case ''with a. e. added at suitable places." As for h, 
his construction uses in an essential way a set of measure zero, not easily 
adaptable to the measurable case. Here we will use a different strategy, 
which was recently proposed by Arkeryd and Cercignani3 . Following the 
latter paper, we shall prove the following. 

(3.1.1) Theorem. If f : ~ ~ !R is continuous and satisfies {l.lS} for 
(u, v) E M, then for some B E ~, 0 E !R, it holds that 

(1.16) f(u) =B·u+O 1 u 12. 

If f is measumble, finite a. e., and satisfies (1.11) for a. e. (u, v) E M, 
then (1.16) holds for a. e. u E~. 

The proof in the continuous case uses Cauchy's result (Problem 1) that 
any continuous function X satisfying 

(1.17) X{x) + X{y) = X{x + y), x,y E !R{or !R+) 

is of the form X{x) = {3x for some {3 E !R. 
A generalization of this result3 can be used to prove the proposition in 

the measurable case. 

(3.1.2) Lemma. If X is a measumble function from !R (or !R+), finite a. e., 
and satisfying (1.17) for a. e. (x,y) E !R2 (or!R2 +) , then there is (3 E !R 
such that X(x) = {3x for a. e. x E !R (or !R+). 

Proof. The idea is to show that X E L~c and then make a study of 

J; X{xt)dt as in Arkeryd's prooF. We first let the domain of X be!R. Given 
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an interval 1 = (-a/2, a/2), by Lusin's theorem there is a continuous func­
tion F on ~ such that X(x) = F(x) for all x E 1 outside of a measurable 
set of measure less than a/3. For some 8 > 0,1 F(x + h) - F(x) 1< 1 
if 1 h 1< 8, x E I. Take 8 < a/3 and notice that for each h with 
1 h 1< 8, X(x + h) = F(x + h) for all x E 1 outside of a measurable set 
of measure less than a/3 + 8 < 2a/3. 

Thus, given h with 1 h 1< 8, there is a subset flh C 1 of a measure 
larger than a/3 - 8 > 0, with 1 X(x) - X(x + h) 1< 1 for x E flh. But for a. 
a. (x, h) E 1 x (-8,8): 

(1.18) x(x + h) - X(x) = X(h). 

In particular for a. a. h E (-8, 8) there is an Xo E flh such that 

(1.19) 1 >1 X(xo+h)-X(xo) 1=1 X(h) 1=1 X(x+h)-X(x) 1 for a. e. x E I. 

Hence by Fubini's theorem it holds for a. e. x E 1 that 

(1.20) 1 X(x + h) - X(x) 1< 1 for a. a. h with 1 h 1< 8. 

It follows that X E V'" (I) and, since 1 is arbitrary, that X E Lll . Thus for 
~ oc x,O 

(1.21) g(x) = 101 X(tx)dt = loX X(s)ds/x 

is well defined and continuous. With g(O) = 0 it satisfies 

(1.22) g(x) + g(y) = g(x + y) for (x, y) E ~2. 

We use now the elementary result (see Problem 1) that if 9 is continuous 
and satisfies Eq. (1.22) then g(x) = f3x; hence from Eq. (1.21), X(x) = 2f3x 
a. e. 0 

We are now ready to prove Theorem 3.1.1. 

Proof. For the even continuous solution k of (1.15) Carleman9 noted that 

(1.23) k(u) + k(v) = f(u ± v) + f( -(u ± v», (u, v) E M. 

In particular for Pl,P2 E ~ with 1 PI 1=1 P2 1= r, and u = (PI + P2)/2, v = 
(PI - P2)/2, this gives: 
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(1.24) k(Pl) = k(u + v) = k(u - v) = k(p2)' 

So there is a function <l> with k(p) = <l>(r2). Finally, we obtain 

and by Cauchy's result we get 

(1.26) 

where we replaced f3 by 2C. 
In the measurable case, starting from (1.15) for k and a. e. (u,v) EM, 

we can argue in the same way and by the lemma conclude that (1.26) holds 
for a. e. U E R3. 

For the odd solution h of Eq. (1.15), in the continuous case we let 
el, e2, e3 be an arbitrary orthonormal basis in ~ and notice that (1.15) 
holds for h and this basis. For (u, v) in M set U = L ujej and v = L vjej. 
By (1.15) 

(1.27) ~)h(ujej) + h(ujej)) = h(L ujej) + h(L vjej) 

= h(u) + h(v) = h(u + v) = h(L((Uj + vj)ej)) = L h((uj + vj)ej) . 

And so: 
(1.28) 

3 

h(Ulel)+h(Vlel)-h((Ul +Vdel) = - L(h(Uiei)+h(Viei)+h((Ui+Vi)ei)). 
2 

Since h is odd this gives 

An analogous result holds for i = 2, 3. So by Cauchy's result, for some 
Bi E R 

(1.30) 

(1.31) h(u) = 2B· u. 

By the discussion of Eq. (1.15), in the measurable case there is an orthonor­
mal basis el, e2, e3 such that Eq. (1.31) holds for h and a. e. U E R3. Using 
this basis, the discussion holds for a. e. (u,v) E M, in particular Eq. (1.13) 
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holds for almost everywhere u E iR3 . Finally Eq. (1.16) follows (for a. e. 
U E iR3 ) by adding Eqs. (1.26) and (1.31). 0 

Problems 

1. Show that if x is a vector in an n-dimensional vector space En and 
f ( x) a function continuous in at least one point and satisfying f ( x) + 
f(y) = f(x + y) for any X,y E En, then f(x) = A· x, where A is a 
constant vector. (Hint: show that f is actually continuous everywhere 
and satisfies f (rx) = r f ( x) for any integer r; extend this property to 
any rational and then to any real r; then use a basis in En.) 

2. Show that the even part of a function 4> satisfying Eq. (1.13) is a 
function of 1 ~ 12 alone. (Hint: 4> + 4>* is constant if and only if ~ + ~* 
and 1 ~ 12 + 1 ~* 12 are constant, and ~ + ~* vanishes for ~* = -~.) 

3. Show that the even part of a continuous function satisfying Eq. (1.13) 
has the form a+c 1 ~ 12, where a and c are constants. (Hint: let a = 4>(0) 
and use the results of the two previous problems.) 

4. Show that if ~ and ~* are orthogonal then the even part of a collision 
invariant 4> satisfies 4>(~) + 4>(~*) = 4>(~ + ~*). 

5. Extend the result of the previous problem to a pair of vectors ~ and ~*' 
not necessarily orthogonal. (Hint: consider another vector p orthogonal 
to both of them with magnitude 1 ~ . ~* 11/ 2 and consider the vectors 
~ + p , ~* ± p, to which the result of the previous problem applies.) 

6. Apply the results of Problems 1 and 5 to show that the odd part of a 
collision invariant, if continuous in ~, must have the form b . ~ where 
b is a constant vector, so that, because of the result of Problem 3 a 
collision invariant must have the form shown in Eq. (1.14). 

7. Extend the results of the previous problems to measurable functions 
using the fact that the result of Problem 1 is valid if f is assumed to 
be measurable as discussed in the main text (see also Ref. 3). 

8. Extend the result of Problem 6 to the case of a function 4> in Hw , the 
Hilbert space of functions, which are square integrable with respect to 
the Maxwellian weight w(IW = (.8/7r)3/2exp(-,B1~12),,B > 0, when Eq. 
(1.13) is satisfied almost everywhere. (Hint: define the operator K in 
the following way: K'ljJ = 4~ J~3XS2 w(I~I)('ljJ(~*) +'ljJ(~/) - 'ljJ(~*))dnd(,* 
and show that K is a bounded self-adjoint operator in Hw. Then prove 
that K transforms polynomials of the mth degree into polynomials of 
degree not larger than m. Then, noting that 'ljJ is a collision invariant 
iff it is an eigenfunction of K corresponding to the unit eigenvalue, 
prove that the collision invariants are polynomials in ~ . Then apply 
the result of Problem 6; see Ref. 10.) 

9. Show that Eq. (1.13) can be written as follows 

4>(~ + U + v) + 4>(~) = 4>(~ + u) + 4>(~ + v) 

provided u and v are two vectors such that 
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U·v =0. 

10. Show that in order to solve Eq. (1.13) it is enough to solve 

feu + v) = feu) + f(v) (U·v=O). 

(Hint: set feu) = 'l/J(~ + u) - 'l/J(O in the equation of Problem 9.) 
11. Introduce an orthonormal basis ei(i = 1,2,3) in lR3 and write u = 

I:i Uiei, so that if f satisfies feu + v) = feu) + f( v) (u· v = 0), then 
feu) = I:i f(Uiei) if f is continuous. Show that if f is measurable and 
the mentioned equation holds a. e. u, v E M = {u, v E lR3; u . V = 
O}, then we can pick an orthonormal basis ell e2, e3 so that f (u) = 
I:d(Uiei) for a. e. u = I:ujej E ~ (see Ref. 3). 

12. If f E Lfoc satisfies feu + v) = feu) + f(v)(u . v = 0) show that 
f(tu), (t E [0,1]) is Lfoc in t for a. a. u E lR3 and if we define g(u) = 

J01 f(tu)dt, 9 turns out to be CO and satisfies 

g(u + v) = g(u) + g(v) (u·v=O). 

(Hint: by means of an orthonormal basis ei (i = 1, 2, 3) in ~, write 
u = I:i Uiei, so that feu) = I:d(Uiei). Next show that 

l ul 
dV1 l u2 l u3 

dV2dv3f(v) 

exists and equals U1u2u3g(U). Then everything is easily proved for 
u, v i= O. The latter restriction can also be eliminated; see Refs. 2 
and 3.) 

13. Prove that if f is continuous, n - 1 times differentiable (n 2: 1), and 
satisfies f(u+v) = feu) + f(v)(u· v = 0), then 9 = J01 ftu)dt is n times 
differentiable and U· ~ + 9 = f. (Hint: proceeding as in the previous 
problem, first prove that g(u) = I:i ;; Jou ; dvi!(Viei) for Ui i= 0; then 
see Ref. 3.) 

14. Let f be a measurable solution of feu + v) = feu) + f(v)(u· v = O. 
Prove that ¢ = f is a solution of Eq. (1.13) even if the equations are 
satisfied a. e. in M = {u,v E lR3;u· V = O} and in lR3 x ~ X S2, 
respectively. (Hint: let u, v, and t be three vectors with U· v = 0 and 
decompose t as t = tu + tv + to, where tuand tv are directed as u and 
v, respectively, while to is orthogonal to both; see Ref. 3.) 

15. Prove that if f satisfies feu + v) = feu) + f(v) (u · v = 0), in a. e. 
sense, then if u and v are generic vectors (with u . v i= 0, in general), 
feu) + f(v) is a function of u+v and 1 u 12 + 1 V 12 in a. e. sense. (Hint: 
use the previous lemma to prove that f (t) + f (w) = f (t + u) + f (w - u) 
provided that t and ware arbitrary vectors and u such that 1 t+u 12 + 1 
w - u 12=1 t 12 + 1 W 12. Then remark that t' = t + u, w' = w - u with 
u satisfying the latter constraint is the most general transformation 
leaving both t + wand 1 t 12 + 1 W 12 invariant; see Ref. 3.) 
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16. Prove that if f E 0 2 , then the most general solution of f (u + v) 
f(u) + f(v) (u· v = 0) is given by f(u) = B . u + 0 1 u 12 . (Hint: 
according to the previous problem, we have f(u) + f(v) = F(x, y), 
where x = u + v; y = ~(I U 12 + 1 V 12); differentiate this relation with 
respect to u and subtract from the result the analogous derivative 
with respect to v; eliminate the derivatives of F to obtain a relation 
between the derivatives of f; then differentiate with respect to a generic 
component of u; a further differentiation with respect to a generic 
component of v gives relations that straightforwardly imply the result; 
see Refs. 3 and 10.) 

17. By means of the results proved in the previous problems (in particular 
Problems 13 and 16) prove that if f : ~3 -+ ~ is in Lloc and satisfies 
f(u+v) = f(u)+ f(v) (u·v = 0), then for some B E ~3, 0 E ~,f(u) = 
B . u + 0 1 u 12 . (Hint: use the fact that the set of functions having 
this shape is invariant with respect to the transformation from f to 9 
and its inverse, defined in Problem 13; see Ref. 3.) 

3.2 The Boltzmann Inequality and the 
Maxwell Distributions 

In this section we investigate the existence of positive functions f that give 
a vanishing collision integral: 

(2.1) Q(f,f) = [ [(f'f; - ff.)!V· nld{,.dn = O. 
J'R3 J s+ 

In order to solve this equation, we prove a preliminary result that plays 
an important role in the theory of the Boltzmann equation: if f is a non­
negative function such that log fQ(f, f) is integrable and the manipulations 
of the previous section hold when <p = log f, then the Boltzmann inequality: 

(2.2) [ 10gfQ(f, f)d{, ::; 0 
J'R3 

holds; further, the equality sign applies if and only if log f is a collision 
invariant, or equivalently: 

(2.3) 

To prove Eq. (2.2) it is enough to use Eq. (1.11) with <p = logf: 
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and Eq. (2.2) follows thanks to the elementary inequality 

(2.5) (z - y)log(y/z):S 0 (y ,z E ~+) . 

Eq. (2.5) becomes an equality if and only if y = z; thus the equality 
sign holds in Eq. (2.2) if and only if: 

(2.6) 

applies almost everywhere. But taking the logarithms of both sides of Eq. 
(2.6) , we find that ¢ = log f satisfies Eq. (1.13) and is thus given by Eq. 
(1.14) . f = exp(¢) is then given by Eq. (2.3) . 

We remark that in the latter equation c must be negative, since f E 
£1(R3 ). If we let c = -{3,b = 2{3v (where v is another constant vector), Eq. 
(2.3) can be rewritten as follows: 

(2.7) f = Aexp(-{3I' - v 12) 

where A is a positive constant related to a, c, 1 b 12 ({3, v, A constitute a 
new set of constants) . The function appearing in Eq. (2.7) is the so-called 
Maxwell distribution or Maxwellian. Frequently one considers Maxwellians 
with v = 0 (nondrifting Maxwellians), which can be obtained from drifting 
Maxwellians by a change of the origin in velocity space. 

Let us return now to the problem of solving Eq. (2.1). Multiplying both 
sides by log f gives Eq. (2.2) with the equality sign. This implies that f is a 
Maxwellian, by the result just shown. Suppose now that f is a Maxwellian; 
then f = exp( ¢) where ¢ is a collision invariant and Eq. (2.6) holds; then 
Eq.{2.1) also holds. Thus there are functions that satisfy Eq. (2.1), and 
they are all Maxwellians, Eq. (2. 7) . 

Problem 

1. Prove (2.5). 

3.3 The Macroscopic Balance Equations 

In this section we compare the microscopic description supplied by kinetic 
theory with the macroscopic description supplied by continuum gas dynam­
ics. For definiteness, in this section f will be assumed to be an expected 
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mass density in phase space. In order to obtain a density, p = p(x, t), in 
ordinary space, we must integrate I with respect to e: 

(3.1) p = { IdE,· 
J~3 

The bulk velocity v of the gas (e.g., the velocity of a wind) is the average 
of the molecular velocities e at a certain point x and time instant t ; since 
I is proportional to the probability for a molecule to have a given velocity, 
v is given by 

(3.2) 

(the denominator is required even if I is taken to be a probability density in 
phase space, because we are considering a conditional probability, referring 
to the position x) . Eq. (3.2) can also be written as follows: 

(3.3) 

or, using components: 

(3.4) (i = 1,2,3). 

The bulk velocity v is what we can directly perceive of the molecular motion 
by means of macroscopic observations; it is zero for a gas in equilibrium in a 
box at rest . Each molecule has its own velocity e, which can be decomposed 
into the sum of v and another velocity 

(3.5) c=e-v 

called the random or peculiar velocity; c is clearly due to the deviations of 
e from v. It is clear that the average of c is zero (Problem 1). 

The quantity PVi that appears in Eq. (3.4) is the ith component of 
the mass flow or of the momentum density of the gas. Other quantities of 
similar nature are: the momentum flow 

(3.6) (i,j = 1, 2,3); 

the energy density per unit volume: 

(3.7) 
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and the energy flow: 

(3.8) 

Eq. (3.8) shows that the momentum flow is described by the components 
of a symmetric tensor of second order, because we need to describe the 
flow in the ith direction of the momentum in the jth direction. It is to be 
expected that in a macroscopic description only a part of this tensor will 
be identified as a bulk momentum flow, because in general, mij will be 
different from zero even in the absence of a macroscopic motion (v = 0). It 
is thus convenient to reexpress mij in terms of c and v. Then we have: 

(3.9) 

where: 

(3.10) (i,j = 1,2,3) 

plays the role of stress tensor (because the microscopic momentum flow 
associated with it is equivalent to forces distributed on the boundary of 
any region of gas, according to the macroscopic description) . 

Similarly, one has: 

(3.11) 

where e is the internal energy per unit mass (associated with random mo­
tions) defined by: 

(3.12) 

and 

(3.13) 
1 3 

Ti = pvi(2"lv I2 + e) + L VjPij + qi 

j = l 

(i = 1,2,3), 

where qi are the components of the so-called heat-flow vector: 

(3.14) 

The decomposition in Eq. (3.13) shows that the microscopic energy flow is 
a sum of a macroscopic flow of energy (both kinetic and internal), of the 
work (per unit area and unit time) done by stresses, and of the heat flow. 
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In order to complete the connection, as a simple mathematical conse­
quence of the Boltzmann equation, one can derive five differential relations 
satisfied by the macroscopic quantities introduced above; these relations 
describe the balance of mass, momentum, and energy and have the same 
form as in continuum mechanics. To this end let us consider the Boltzmann 
equation 

(3.15) 
af af 
at + ~. ax = aQ(f, I). 

If we multiply both sides by one of the elementary collision invariants 'l/Jv 
(v = 0,1,2, 3,4) defined in Section 1 and integrate with respect to ~, we 
have, thanks to Eq.(1.15) with 9 = f and ¢> = 'l/Jv: 

(3.16) [ 'l/Jv(~)Q(f, I)d(, = 0, 
J~3 

and hence, if it is permitted to change the order by which we differentiate 
with respect to t and integrate with respect to ~: 

(3.17) (v = 0,1,2,3,4). 

If we take successively v = 0,1,2,3,4 and use the definitions introduced 
above, we obtain 

(3.18) 

(3.19) 
a 3 a 
at (pvj) + L ax' (PViVj + Pij) = 0, 

i=l • 

(j = 1,2,3) 

(3.20) 

These equations have the so-called conservation form because they express 
the circumstance that a certain quantity (whose density appears differen­
tiated with respect to time) is created or destroyed in a certain region il 
because something is flowing through the boundary ail. In fact, when in­
tegrating both sides of the equations with respect to x over il, the terms 
differentiated with respect to x can be replaced by surface integrals over 
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on, thanks to the divergence theorem. If these surface integrals turn out 
to be zero then we obtain that the total mass, 

(3.21) M= LPdX, 
the total momentum, 

(3.22) Q = LPVdX, 
and the total energy, 

(3.23) 

are conserved in n. Typical cases when this occurs are: a) n is ~ and 
suitable conditions at infinity ensure that the fluxes of the mass, momentum 
and energy flow vectors through a large sphere vanish when the radius of 
the sphere tends to infinity; b) n is a box with periodicity conditions (flat 
torus), because essentially there are no boundaries. When n is a compact 
domain with the condition of specular reflection on n then the boundary 
terms on on disappear in the mass and energy equations but not in the 
momentum equation; thus only M and E are conserved. 

We also remark that in the so-called space-homogeneous case, the var­
ious quantities do not depend on x; all the space derivatives then disappear 
from Eqs. (3.18-3.20) and the densities p, pv, and ~p 1 v 12 +pe are con­
served, i.e. do not change with time. 

The considerations of this section apply to all solutions of the Boltz­
mann equation. The definitions, however, can be applied to any positive 
function for which they make sense. In particular if we take f to be a 
Maxwellian in the form (2.7), we find that the constant vector v appearing 
there is actually the bulk velocity as defined in Eq. (3.2) while (3 and A are 
related to the internal energy e and the density p in the following way: 

(3.24) (3 = 3/(4e), A = p(47re/3)-3/2. 

Furthermore the stress tensor turns out to be diagonal (Pij = (~pe)bij, 
where bij is the so-called Kronecker delta (=1 if i = j; = 0 if i =I- j)), while 
the heat-flow vector is zero. 

We end this section with the definition of pressure P in terms of f; P 
is nothing other than 1/3 of the spur or trace (Le. the sum of the three 
diagonal terms) of Pij and is thus given by: 
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(3.25) 

If we compare this with the definition of the specific internal energy e, given 
in Eq. (3.12), we obtain the relation: 

(3.26) 
2 

P- -pe - 3 . 

This is the state equation that was already obtained in Chapter 1 through 
an elementary argument. In the case of a Maxwellian distribution, as we 
have seen, the stress tensor is diagonal; the common value of the three 
nonzero components coincides with the pressure. 

It is not worthless to mention, at this point, that Eqs. (3.18- 3.20) are 
not fluid-dynamic equations. Actually they cannot even be solved without 
first solving the Boltzmann equation to determine Pij and qi. There are 
situations, however, where the distribution function can be shown to be 
very close to a Maxwellian so that qi and the anisotropic part of Pij are 
negligible, and, by taking 

(3.27) qi = 0, 

we can describe the gas by means of the Euler equations. How to pass from 
the kinetic regime (described by the Boltzmann equation) to the hydro­
dynamic regime (described by the Euler equations) will be described in 
Section 8, and some rigorous results regarding this transition are given in 
Chapter 11. 

Problems 

1. Prove that J~3 cfdf, = 0, where c is the random velocity given by Eq. 
(3.5). 

2. Prove Eq. (3.9). 
3. Prove Eq. (3.11). 
4. Prove Eq. (3.12). 
5. Check Eqs. (3.18}-(3.20). 
6. Check that the flows of mass and energy vanish at a boundary where 

the molecules are specularly reflected. 
7. Prove that Eqs. (3.24) hold for a Maxwellian. 
8. Prove that the heat-flow vector vanishes and the stress is diagonal if f 

is a Maxwellian. 
9. In Chapter 1 we proved the state equation, Eq. (3.26), using the addi­

tional assumption that the averages of the squares of the three compo­
nents of ~ were equal. Here Eq. (3.26) was obtained for a quite general 
situation. Explain why we needed the symmetry assumption in Chap­
ter 1. 



3.4 The H-Theorem 49 

3.4 The H-Theorem 

Let us consider a further application of the properties of the collision term 
Q(f, f) of the Boltzmann equation: 

(4.1) of of 
8t + e· ax = aQ(f, f). 

If we multiply both sides of this equation by log f and integrate with 
respect to e, we obtain: 

(4.2) 

where 

(4.3) 

(4.4) 

(4.5) 

{f}-t a 
-+_·.J=S 
8t ax 

1i = { flogf d(, 
J~3 

.1 = { eJlogf d(, 
J~3 

S = a ( log fQ(f, f)d(,. 
J~3 

Eq. (4.2) differs from the balance equations considered in the previous sec­
tion because the right side, generally speaking, does not vanish. We know, 
however, that the Boltzmann inequality, Eq. (2.2), implies: 

(4.6) S S 0 and S = 0 iff f is a Maxwellian. 

Because of this inequality, Eq. (4.2) plays an important role in the 
theory of the Boltzmann equation. We illustrate the role of Eq. (4.6) in the 
case of space homogeneous solutions. In this case the various quantities do 
not depend on x, and Eq. (4.2) reduces to 

(4.7) 
{f}-t 
- =S<O. 8t -

This implies the so-called H-theorem (for the space homogeneous case) : 1i 
is a decreasing quantity, unless f is a Maxwellian (in which case the time 
derivative of 1i is zero). Remember now that in this case the densities p, 
pv, and pe are constant in time; we can thus build a Maxwellian M that 
has, at any time, the same p, v, and e as any solution f corresponding to 
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given initial data. Since 1-£ decreases unless f is a Maxwellian (Le. f = M), 
it is tempting to conclude that f tends to M when t ~ 00. The temptation 
is strengthened when we realize that 1-£ is bounded from below by 1-£M 
(Problem 1), the value taken by the functional 1-£ when f = M. In fact 1-£ 
is decreasing, its derivative is nonpositive unless it takes the value 1-£Mi 
one feels that 1-£ tends to 1-£M! This conclusion is, however, unwarranted 
without a more detailed consideration of the source term S in Eq. (4.7). 
This is deferred to Chapter 6, when the existence and properties of f will 
be proved. Here we only remark that if 1-£ tends to 1-£M, then it is easy to 
conclude that f tends to M, thanks to the inequality (see Problem 2): 

(4.8) f logf - f logM + M - f "2 cg( If ~ M I) If - M I 

where c is a constant (independent of f) and 

(4.9) (z) = {z if 0::; z ::; 1 } . 
9 1 if z"21 

Integrating both sides of Eq. (4.8) gives 

(4.10) 

where Lt and St denote the sets (depending on t) where I f - M I is larger 
(resp. smaller) than M. Since 1-£ is assumed to tend to 1-£M, it follows that 
both integrals tend to zero when t ~ 00. The fact that the second integral 
tends to zero implies, by Schwarz's inequality, that 

(4.11) 

Then 

(4.12) [ If-MI~= [ If-MI~+ [ If-MI~ 
1~3 lLt 1St 

also tends to zero and f tends strongly to M in L1. 
If the state of the gas is not space homogeneous, the situation becomes 

more complicated. In this case it is convenient to introduce the quantity 

(4.13) H = L1-£dX 
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where [l is the space domain occupied by the gas (assumed here to be 
time-independent) . Then Eq. (4.2) implies 

(4.14) - < J·ndCT dH 1 
dt - an 

where n is the inward normal and dCT the measure on a[l . Clearly, several 
situations may arise. Among the most typical ones, we quote: 

1. [l is a box with periodicity boundary conditions (flat torus) . Then 
there is no boundary, dH / dt :::; ° and one can repeat about H what 
was said about 1i in the space homogeneous case. In particular, there 
is a natural (space homogeneous) Maxwellian associated with the total 
mass, momentum, and energy (which are conserved as was remarked 
in the previous section). 

2. [l is a compact domain with specular reflection. In this case the bound­
ary term also disappears because the integrand of J . n is odd on a[l 

and the situation is similar to that in case 1. There might seem to be a 
difficulty for the choice of the natural Maxwellian because momentum 
is not conserved, but a simple argument shows that the total momen­
tum must vanish when t ----+ 00. Thus M is a nondrifting Maxwellian. 

3. [l is the entire space. Then the asymptotic behavior of the initial values 
at 00 is of paramount importance. If the gas is initially more concen­
trated at finite distances from the origin, one physically expects and 
can mathematically prove (with arguments akin to those of Theorem 
9.5.1) that the gas escapes through infinity and the asymptotic state 
is vacuum. 

4. [l is a compact domain but the boundary conditions on a[l are different 
from specular reflection. Then the asymptotic state may be completely 
different from a Maxwellian. This case will be described in more detail 
in Chapters 8 and 9. 

Problems 

1. Show that if 1i(f) is the functional defined in Eq. (4.3) and M is the 
Maxwellian with the same density, velocity, and internal energy as f, 
then 1i(f) ~ 1i(M). (Hint: use the inequality zlogz-zlogy+y-z ~ 0, 
valid for non-negative y and z and the fact that log M is a collision 
invariant so that J~3 log M (f - M)d1;, = 0. Another possibility is to find 
for what functions f the first variation t5 J flog f d1;, vanishes under the 
constraint that J 1/J f d1;, is given for any collision invariant 1/J. 

2. Show that inequality (4.8) (which is an improvement of the inequality 
used in the previous problem) is true (Hint: study the function h(x) of 
the real variable x, defined by h(x) = x 10gx+l-x-cg(1 x-II) I x-II, 
with a sufficiently small constant c and then let x = f / M). 
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3.5 Loschmidt's Paradox 

Boltzmann's H-theorem is of basic importance because it shows that his 
equation has a basic feature of irreversibility: the quantities H (in the space 
homogeneous case) and H (in other cases where the gas does not exchange 
mass and energy with a solid boundary) always decrease in time. This 
result seems to be in conflict with the fact that the molecules constituting 
the gas follow the laws of classical mechanics, which are time reversible. 
Accordingly, given a motion at t = to with velocities ~(1), ~(2), ... , ~(N), we 
can always consider the motion with velocities _~(1), _~(2), ... , _~(N) (and 
the same positions as before) at t = to; the backward evolution of the latter 
state will be equal to the forward evolution of the original one. Therefore 
if dH/dt < 0 in the first case, we shall have dH/d( -t) < 0 or dH/dt > 0 in 
the second case, which contradicts Boltzmann's H-theorem. 

This paradox is mentioned by Thomson in a short paper21, which is 
seldom quoted. This paper appeared in 1874 and contains a substantial 
part of the physical aspects of the modern interpretation of irreversibility 
not only for gases, but also for more general systems made up of molecules. 
Thomson notes that "the instantaneous reversal of the motion of every 
moving particle of a system causes the system to move backwards, each 
particle of it along its old path, and at the same speed as before, when again 
in the same position. That is to say, in mathematical language, any solution 
remains a solution when t is changed into -t ... If, then, the motion of every 
particle of matter in the universe were precisely reversed at any instant, 
the course of nature would be simply reversed for ever after. The bursting 
bubble of foam at the foot of a waterfall would reunite and descend into the 
water; the thermal motions would reconcentrate their energy, and throw the 
mass up the fall in drops re-forming into a close column of ascending water. 
Heat generated by the friction of solids and dissipated by conduction, and 
radiation with absorption, would come again to the place of contact, and 
throw the moving body back against the force to which it had previously 
yielded. Boulders would recover from the mud the materials required to 
rebuild them into their previous jagged forms, and would become reunited 
to the mountain peak from which they had formerly broken away. And if 
the materialistic hypothesis of life were true, living creatures would grow 
backwards, with conscious knowledge of the future, but no memory of the 
past, and would become again unborn." He also remarks: "If no selective 
influence, such as that of the ideal 'demon,' guides individual molecules, 
the average result of their free motions and collisions must be to equalize 
the distribution of energy among them in the gross ... " In other words, the 
impossibility of observing macroscopic phenomena that run backwards with 
respect to those actually observed is, in the last analysis, due to the large 
number of molecules present even in macroscopically small volumes. 

Josef Loschmidt, to whom the paradox is usually attributed, mentioned 
it briefly in the first17 offour articles devoted to the thermal equilibrium of 
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a system of bodies subject to gravitational forces. His intention was to show 
that the heat death of the universe (which seems to follow from the second 
principle of thermodynamics) is not inevitable. In a passage of the paper 
he says that the entire course of events in the universe would be retraced if 
at some instant the velocities of all its parts were reversed. In spite of the 
obscure arguments of Loschmidt, Boltzmann quickly got the point and gave 
a thorough discussion of the paradox8 , ending with a conclusion similar to 
that of Thomson. 

Nowadays we are more prepared to discuss this kind of question. In 
fact, we remark that when giving a justification of the Boltzmann equation 
in the previous chapter, we used the laws of elastic collisions and the con­
tinuity of the probability density at the impact to express the distribution 
functions corresponding to an after-collision state in terms of the distribu­
tion functions corresponding to the state before the collision, rather than 
the latter in terms of the former. It is obvious that the first way is the right 
one to follow if the equations are to be used to predict the future from the 
past and not vice versa; it is clear, however, that this choice introduced a 
connection with the everyday concepts of past and future, which are extra­
neous to molecular dynamics and are based on our macroscopic experience. 
When we took the Boltzmann- Grad limit we obtained equations that de­
scribe the statistical behavior of the gas molecules: a striking consequence 
of our choice is that the Boltzmann equation describes motions for which 
the quantity H (or 11.) has a tendency to decrease, while the opposite choice 
would have led to an equation having a negative sign in front of the colli­
sion term, and hence describing only motions with increasing H. We must 
remark that, in order to derive the Boltzmann equation, we took special 
(although highly probable) initial data; thus certain special data were ex­
cluded. As the discussion in the previous chapter (Section 3) shows, these 
excluded data correspond to a state in which the molecular velocities of 
the molecules that are about to collide show an unusual correlation. This 
situation can be simulated by studying the dynamics of many interacting 
particles on a computer and leads to an evolution in which there is an in­
creasing H, as expected, while "randomly" chosen initial data invariably 
lead to an evolution with decreasing H 1,4 . In other words, the fact that 
H decreases is not an intrinsic property of the dynamical system but a 
property of the level of description. 

It is not the place here to discuss the relation of the H -theorem with the 
notions of past and future ll ,12. We only comment on an amusing example of 
Miller and Shinbrot 18, which shows the pitfalls of the subject. They defined 
a system on ~2 with the evolution Tt (x, y) = (xet , ye -t) or, in differential 
form: 

(5.1) 
dx 
-=x· 
dt ' 

dy 
-=-y. 
dt 

This system is clearly time-reversible because t => -t, x => y, y => x 
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changes the system into itself. The corresponding "Liouville equation" is: 

(5.2) 
ap ap ap 
-+x--y-=o. 
at ax ay 

Miller and Shinbrot18 define a reduced description based on 

(5.3) pel) = l P(x,y)dy; 

pel) satisfies: 

(5.4) 
ap(l) ap(l) (1) _ 

at + x ax + p - o. 

Hence, if we define: 

(5.5) 

we obtain: 

(5.6) dH = _ r pel) dx < 0 
dt J~ - , 

which shows a formal resemblance to the H-theorem. It would seem that we 
have obtained a cheap example of how to obtain irreversibility from a time­
reversible model, without the subtleties related to the Boltzmann-Grad 
limit. The pitfall lies in the fact that when we perform the transformation 
t =} -t, x =} y, y =} x, the functional H, defined by Eq. (5.5) does not 
transform into itself; Boltzmann's H, on the other hand, transforms into 
itself when all the molecular velocities are changed into their opposites. 

We remark that the term "time-reversible" has different meanings in 
the mathematical literature; a detailed discussion of the various definitions 
is given in a paper by R. Illner and H. Neunzert16• 

It is perhaps not out of place to comment on a statement that is fre­
quently made, to the effect that no kind of irreversibility can follow by 
correct mathematics from the analytical dynamics of a conservative system 
and hence some assumption of kinetic theory must contradict analytical 
dynamics. It should be clear that it is not a new assumption that is intro­
duced, but the fact that we study asymptotic properties of a conservative 
system in the Boltzmann-Grad limit, under the assumption that the initial 
probability distributions are factorized in the way indicated in Eq. (5.2). 
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Problems 

1. Show that Eq. (5.2) is the appropriate Liouville equation for the dy-
namical system defined by Eq. (5.1) . 

2. Show that Eq. (5.4) follows from Eq. (5.2). 
3. Show that Eq. (5.6) holds. 
4. Obtain Eq. (5.6) from the explicit dynamics of the Miller-Shinbrot 

model, i.e. Tt(x, y) = (xet , ye-t ). 

3.6 Poincare's Recurrence and Zermelo's Paradox 

There is another objection that can be raised against the H-theorem when 
presented as a rigorous consequence of the laws of dynamics. The starting 
point is a theorem of Poincare2o (the so-called recurrence theorem), which 
says that any conservative system, whose possible states form a compact set 
in phase space, will return arbitrarily close to its initial state, for almost 
any choice of the latter, provided we wait long enough. This applies to 
a gas of hard sphere molecules, enclosed in a specularly reflecting box, 
because the set of the possible states S with a given energy is compact 
and has a finite measure J.L(S) (induced by the Lebesgue measure). If A is 
a subset of S with measure J.L(A) , which evolves into a set At at time t 
(according to the dynamics of the system), then J.L(At ) = J.L(A). To prove 
Poincare's theorem, let us assume that there is a subset A whose points 
will never come back to A. We choose A small enough and T large enough 
so that Ar and A do not overlap (if this is impossible, the theorem is 
trivially true); then none of the sets A2r , A3r, . . . overlap, because, if Anr 
and A(n+k)r had points in common, then by tracing the motion backwards 
and using the uniqueness of the motion through any given phase space 
point, it would follow that A and Akr must have common points, and this 
would contradict the definition of A. If A, Ar, A2r, ... do not overlap, then 
since J.L( A) = J.L( Ar) = J.L( A2r ) = . .. , the total measure of the union of these 
disjoint sets would be infinite (which is impossible because J.L(S) < 00), 
unless J.L(A) = 0, and Poincare's recurrence theorem is proved. 

This theorem implies that our molecules can have, after a "recurrence 
time," positions and velocities so close to the initial ones that the one 
particle distribution function f would be practically the same; therefore 
H should also be practically the same, and if it decreased initially, then 
it must have increased at some later time. This paradox goes under the 
name of Zermelo, who stated it in 189623 , but it was actually mentioned 
before in a short paper by PoinCare19 . The traditional answer to Zermelo's 
paradox was given by Boltzmann himself5: the recurrence time is so large 
that, practically speaking, one would never observe a significant portion of 
the recurrence cycle. In fact, according to an estimate made by Boltzmann5 , 
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the recurrence time for a typical amount of gas is a huge number even if 
the estimated age of the universe is taken as the time unit. 

In view of the fact that we claim validity for the Boltzmann equation 
in the Boltzmann-Grad limit only, we do not have to worry about the 
recurrence paradox; in fact, the set S is no longer compact when N --+ 00 

and the recurrence time is expected to go to infinity with N (at a much 
faster rate). 

3.7 Equilibrium States and 
Maxwellian Distributions 

The trend toward a Maxwellian distribution expressed by the H-theorem 
indicates that this particular distribution is a good candidate to describe a 
gas in a (statistical) equilibrium state. In order to prove that a Maxwellian 
describes the equilibrium states of a gas, however, we must give a definition 
of equilibrium. Intuitively, a gas is in equilibrium if, in a situation where it 
does not exchange mass and energy with other bodies, its state does not 
change with time. Thus for the moment we define an equilibrium state to be 
one of a gas in a steady situation in a box with periodic or specular reflection 
boundary conditions. It is then clear that the distribution function must be 
a Maxwellian; in fact, Eq. (4.2) implies (when 11. does not depend on time): 

(7.1) - { .J. nda = ( Sdx::; 0 
Jan Jn 

where n is the inward normal and equality holds if and only if f is 
Maxwellian. But .J . n is zero for the situation under consideration and 
the only possibility is that f be a Maxwellian. We must now impose the 
condition that this Maxwellian must be a steady solution of the Boltzmann 
equation i.e. it must satisfy 

(7.2) af e· ax = aQ(I, f). 

This readily implies that both the right- and the left-hand sides of the 
Boltzmann equation must vanish; as a consequence, the parameters A, {3, 
and v appearing in the Maxwellian 

(7.3) f = A exp( -{3 1 e - v 12) 

must be of the form v = Vo + w 1\ x,A = Aoexp[l w 121 x 12 -(w· X)2], 
{3 =constant (where Vo and ware constant vectors and Ao is a constant 
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scalar; A denotes the vector product). If the periodicity condition or the 
specular reflection boundary condition is imposed, it turns out that A and 
v must also be constant (and not space-dependent). Thus a Maxwellian 
with constant parameters is the most general equilibrium solution of the 
Boltzmann equation. 

The question immediately arises, whether there are solutions of the 
Boltzmann equation that are Maxwellians with parameters depending on x 
and t. Since the right-hand side of the Boltzmann equation vanishes iden­
tically if f is a Maxwellian, it turns out that a Maxwellian, i.e., a function 
of the form specified in Eq. (7.3), can be a solution of the Boltzmann equa­
tion if and only if A, (3, and v depend on t and x in such a way that f also 
satisfies: 

(7.4) 

Since the general solution of this equation has the form f = f(x - vt, x A 
~,e)' it turns out that there are several solutions of this form; they were 
investigated by Boltzmann 7 in 1876. Among them we quote the case met 
above in which v = vo+wAx, A = Ao exp[l w 121 x 12 _(W·x)2], (3 = constant 
(with vo, Ao and w constants) and the case in which A = constant, (3 = 
(30(1 + t/tO)2, V = (t + to)-l x . The latter solution describes a compression 
if to is negative (but the solution ceases to exist for t >1 to I), and an 
expansion if to > 0 (in which case the solution exists globally) . 

Problems 

1. Prove the statement that in Eq. (7.3) the parameters must be constant 
in an equilibrium state. 

2. Check that the general solution of Eq. (7.4) is of the form f = f(x -
vt,xAe,e)· 

3. Find all the Maxwellians that are solutions of the Boltzmarm equation 
(see Refs. 4, 6, and 7). 

3.8 Hydrodynamical Limit and Other Scalings 

A point of great relevance in the study of the Boltzmann equation is the 
analysis of the scaling properties: a large system, as we shall see, can be 
more conveniently described in terms of fluid-dynamic equations, when it 
is considered on a suitable space-time scale. 

Let us consider a gas obeying the Boltzmann equation, confined to 
a large box A, of side to-I, to being a parameter to be sent to zero. Let 
r = r(x, e, t), x E A" be the number density of the particles. We assume 
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that the total number of particles is proportional to the volume of the box, 
i.e. we normalize r as follows: 

(8.1) 

We also assume that the time evolution is given by the Boltzmann equation 

(8.2) 

and look at the behavior of the system on the scale of the box; in this case 
we have to use appropriate space and time variables, because in terms of 
the variable x, the box is of size c\ while we would like to regard it as 
being of order unity. Thus we introduce the new independent and dependent 
variables 

(8.3) r = EX, T = Et; (r E A) 

(8.4) j(r,~, t) = r(x,~, t) . 

Clearly, j describes the gas on the scale of the box and is normalized to 
unity: 

(8.5) [ j(r, ~)drd(, = l. 
JAX!JP 

The picture of the (same) system in terms of the variables rand T is called 
macroscopic, while the picture in terms of X and t is called microscopic. Note 
that on the macroscopic scale the typical length for the kinetic phenomena 
described by the Boltzmann equation, i.e. the mean free path, turns out to 
be of order E (since it is of order unity on the scale described by x). Thus 
sending the size of the box to infinity like C 1 or the mean free path to zero 
like E are equivalent limiting processes. 

In terms of the macroscopic variables, Eq. (8.2) reads as follows: 

(8.6) 
oj oj -1 " 
~ + ~ . ~ = E aQ(f, J). 
uT, ur 

Thus, on the scale of the box, the mean free path (inversely proportional 
to the factor in front of Q) is reduced by a factor Eo This means that the 
average number of collisions diverges when E -t 0 and the collisions become 
dominant. For Eq. (8.6) to hold, Q(j, j) must be small of order E, so that j 
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is expected to be close to a Maxwellian, whose parameters are, in general, 
space- and time-dependent. In this case the macroscopic balance equations 
(3.18- 3.20) can be closed through Eqs. (3.26) and (3.27) t 0 obtain the 
Euler equations for a perfect compressible fluid. These considerations can 
be made rigorous and will be illustrated in detail in Chapter II. 

For now, let us mention other physical considerations concerning our 
scaling. To this end, let us consider a small portion of fluid in a neigh­
borhood of a point rEA (Fig. 4): By the scaling transformation this 
portion is magnified into a large system of particles, which is seen to 
evolve on a long time scale. It will have a tendency to "thermalize" so 
that its distribution will quickly become a local Mawellian with parame­
ters A(c1r),,B(c1r),v(c1r) suitably related to the fluid-dynamic fields 
p, e, v. These will evolve according to the Euler equations on a much slower 
scale of times. Thus we have illustrated two different time scales. The fast 
one, which we call kinetic, is of the order of the time necessary to reach 
a local equilibrium, a process described by the Boltzmann equation. The 
slow scale, which we call fluid-dynamic, describes the time evolution of the 
parameters of the local Maxwellian. 

'r --+--- r=8X 

FIGURE 4. 

We notice that the same considerations could apply to the Newton 
equations (or the corresponding hierarchy of equations for the s-particle 
distribution functions). Although one might expect that the Newton equa­
tions, under the above scaling, should yield the Euler equations, our igno­
rance of the long- time behavior of Hamiltonian systems is such that, at the 
moment, we are quite far from a rigorous derivation of the hydro dynamical 
equations starting from the basic laws of classical mechanics. 

Let us now analyze another scaling, which clarifies the nature of the 
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Newton Laws 

~ ;~ace-time and low density 

Space-time scaling 

(2) ~"i"" (Bolt",wm-Grnd limit) 

Boltzmann equation 
(1) 

Euler Equations 

FIGURE 5. 

I 
Space-time scaling (ex -'; x ) 

(3) 1 
Euler Equations 
for rarefied gases 

Boltzmann-Grad limit. We now require the number of particles in A. to be 
of the order of c 2 , i.e., we replace Eq.{8.1) by 

(8.7) 

In order to keep the normalization to unity of j{r,~, t), expressed by Eq. 
(8.5) we change the scaling from Eq. (8.4) 

(8.8) j{r,~, t) = €-l f'{x,~, t). 

Then we obtain, in place of Eq. (8.6) 

(8.9) 
oj oj A A 

aT + ~. or = aQ(f, I). 

Hence the Boltzmann equation is invariant for the space-time scaling (4.3), 
provided that the particle number goes as the power 2/3 of the volume. This 
invariance property suggests that the Boltzmann equation can be derived 
from the BBGKY hierarchy via a space-time scaling with the total number 
of particles proportional to c 2 ; this is what can be checked at a formal 
level and is essentially what we did in Section 2.5, where €, of course, was 
the molecular diameter (J. It is also clear why the Boltzmann-Grad limit 
is frequently called the low-density limit; in fact, in this limit, the particle 
number in a large box divided by the volume of the box goes to zero. 
The number of collisions per unit (macroscopic) time stays finite, while it 
diverges in the hydro dynamical limit, as we saw before. 

We summarize the content of this section in Fig. 5. 
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As we said earlier, nothing is known at a rigorous level about the limit 
indicated by arrow (1); the limit corresponding to arrow (2) has been proved 
for short times and for an expanding rare cloud of gas, as we demonstrate 
in the next chapter; the limit (3) is quite well understood. 

Notice that the Euler equations indicated by arrows 1 and 3 in Fig. 5 
are in general not the same; the first describe the hydrodynamical behavior 
of a particle system, the second that of a rarefied gas evolving according 
to the Boltzmann equation. As a consequence, the state equation relating 
pressure and density in the first case is in general not that of a perfect gas, 
as in the second case. This important difference will be discussed in some 
detail in Chapter 11. 

Problem 

1. Check that the low-density limit based on Eqs. (8.7) and (8.8) is for­
mally equivalent to the limiting procedure used in Section 2.5 to obtain 
Eq. (5.1) from Eq. (4.13). 
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4 
Rigorous Validity of the 
Boltzmann Equation 

4.1 Significance of the Problem 

In Chapter 2 we gave a formal derivation of the Boltzmann equation from 
the basic laws of mechanics. In particular, we introduced the Liouville equa­
tion, the BBGKY hierarchy, the Boltzmann hierarchy, and the Boltzmann 
equation, and we discussed the assumptions that allowed us to make the 
transitions from each of those to the next. The objective of this chapter is 
to do all these steps rigorously, wherever possible. In particular, our discus­
sion will lead to a rigorous validity and existence result for the Boltzmann 
equation, locally for a general situation and globally for a rare gas cloud in 
vacuum. 

The importance of the problem is evident: We have to settle the fun­
damental question of whether the irreversible Boltzmann equation can be 
rigorously obtained from reversible mechanics. The answer to this query is 
yes, as we shall see here. In particular, there is no contradiction between the 
second law of thermodynamics and the reversibility of molecular dynamics, 
at least for the hard-sphere model of a rarefied gas. 

We will start, as in Chapter 2, from hard-sphere dynamics and the 
Liouville equation. One difficulty we face is to give a rigorous derivation of 
the BBGKY hierarchy for hard spheres-the problem we must deal with is 
that the flow operators (Tt)tE!R' introduced in Chapter 2, are not defined 
through multiple collisions (here, and in the sequel, "multiple collision" will 
always mean simultaneous contact of more than two hard spheres). Also, 
they are not globally defined on phase points leading to infinitely many 
collisions in finite time. Therefore, we first have to define the hard-sphere 
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dynamics, at least almost everywhere, by deleting suitable sets (of measure 
zero) of phase points leading to configurations for which the flow cannot be 
continued any longer. Then we have to prove that the dynamics, in terms 
of probability distributions give rise to the BBGKY hierarchy introduced 
in Chapter 2. 

The latter is not an obvious step. For example, as we anticipate that 
the hard-sphere flow Tt is only almost everywhere defined, the marginal 
distribution densities p(s) will only be L 1-functions, no matter how regular 
they were at time zero. However, the right-hand side of the BBGKY hier­
archy involves restrictions of p(s) to sets of codimension one, a restriction 
that does not immediately make sense at this level of regularity. We there­
fore have to justify the BBGKY hierarchy first and explain in what sense it 
holds. This rigorous derivation is important, but unfortunately rather tech­
nical. As it is probably of marginal interest for most readers, we confine it 
to Appendix 4B together with certain other properties of the hard-sphere 
dynamics. 

The next and still more difficult step is to take the Boltzmann- Grad 
limit and prove that the solution of the BBGKY hierarchy converges to a 
solution of the Boltzmann hierarchy. For short times, this was first done 
by O. Lanford in a classical paper 19. Lanford's paper contains only a 
sketch of the proof; a more detailed treatment is given by H. Spohn in his 
recent monograph 23. The approach we take here uses somewhat different 
estimates. We also present an extension 17,18 , due to two of the authors, 
which gives a global validity result for a gas cloud in all space if the mean 
free path is large. This is the only global result known so far. In both 
cases, we also prove propagation of chaos and existence and uniqueness of 
solutions for the Boltzmann equation. 

4.2 Hard-Sphere Dynamics 

Consider a system of N hard spheres of equal mass and diameter a > 0 in a 
domain A c ~. Sometimes, we let A = ~. If A =I- ~, we assume that 8A 
is so smooth that a unit normal to 8A exists at every x E 8A. The state of 
the system is given by a phase point z = (Xl, •. • , X N ,6, .. . , ~N) E A X ~N. 
The phase space is 

We say that two particles at Xi and Xj = Xi +na, n E 8 2 , are in an ingoing 
collision configuration if their velocities ~i' ~j satisfy n . (~i - ~j) > 0 (in a 
grazing configuration of n· (~i - ~j) = 0, and in an outgoing configuration 
if n· (~i - ~j) < 0). Let the collision transformation J be defined by 

(2.1) 



4.2 Hard-Sphere Dynamics 65 

where ~~ ,{i are given by (2.1.6). J is easily seen to be an involution, 
i.e., J2 = id; as proved in Section (2.1), it preserves Lebesgue measure on 
R3 x 8 2 X R3 (this also follows from J2 = id, see Problem 1), and it takes 
ingoing (outgoing) configurations into ingoing (outgoing) configurations. 

We remind the reader of the laws of momentum and energy conser­
vation (2.1.5). Between collisions, the spheres move on straight lines with 
their velocities unchanged (there are no outer forces or gravitational forces 
between the particles). If a particle hits 8A at a point x with velocity ~i' it 
gets reflected with velocity 

(2.2) 

where n(x) is the inner normal at x to 8A. There are many other possible 
boundary conditions, but we only discuss (2.2) for simplicity. The condition 
(2.2) satisfies ~? = ~l, i.e., the particle neither gains nor loses energy. 

Eqs. (2.1), (2.2), and the free flow determine completely the time evo­
lution of all phase points z for which the particles experience (in backward 
or forward evolution) only pair collisions and hit the boundary 8A only in 
isolated collisions. If the time evolution leads a phase point into a triple or 
higher-multiple collision, or into a situation where two particles collide with 
each other and at the same time with 8A, the flow through such situations 
is not determined (it is easy to see that momentum and energy conservation 
leave too many degrees of freedom) . Fortunately, we have the following. 

(4.2.1) Theorem. The following sets are of Lebesgue measure zero in phase 
space: 

1. the set of all phase points that are led into a multiple collision under 
forward or backward evolution, 

2. the set of all phase points such that there is a cluster point of collision 
instants under forward or backward evolution, 

3. the set of all phase points such that there is a cluster point of collision 
instants with the boundary under forward or backward evolution. 

We discuss Theorem 4.2.1 in Appendix 4.A. For the moment we observe 
that by deleting the null sets defined in the theorem from phase space, we 
arrive at a set ro c AN x R3N on which the time evolution of every phase 
point z is globally defined backward and forward. 

For zEro, let Tt z be the state of the system t units of time later. The 
family {Tt; t E R} is a group: ro = id, Tt 0 T S = r+ s for all t, s E R. 

We refer to this group as "the flow in phase space." It has the additional 
property of mechanical reversibility, which we formulate as follows. 

Define an involution 8 : ro ~ ro by 

then 
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(2.3) 

for all zEro, t E lR. 
Eq. (2.3) is a consequence of the involutive property of J. We can equiv­

alently write STt = T-tS on roo Equation (2.3) must not be confused with 
reversibility with time inversion (T- t 0 Tt = id) or Poincare-reversibility if 
A is bounded (see Chapter 2), which are also true for {TthE~' 

We conclude this section by discussing some properties of the flow Tt 
that will turn out essential for the validity proof for the Boltzmann equation 
describing the evolution of a rare gas cloud in vacuum, and for the rigorous 
derivation of the BBGKY hierarchy. For convenience, we 
abbreviate 

(x(t),~(t)) = (X1(t) ... xN(t),6(t) .. '~N(t)) = Ttz, 

then Xi(t)'~i(t) E lR3 , x(t),~(t) E lR3N , z = (x(O),~(O)). 
Also, we set 

then the so defined group TJ describes the (fictitious) evolution of a system 
in which the particles do not interact. 

We focus on the case where A = lR3 . In this case, we have the following. 

(4.2.2) Lemma. 

1. 1I~(t)11 = II~(O)II (this is also true if A =f. ~ and if the boundary condi­
tion preserves energy) 

2. 2:[:1 ~i(t) = 2:[:1 ~i(O). 
3. 2:[:1 Xi(t) = 2:[:1 Xi(O) + t 2:[:1 ~i(O). 
Proof. 1 and 2 are immediate from the conservation of energy and momen­
tum. 3 also follows from momentum conservation- the details are left as 
an exercise. 0 

Let zEro, t > 0, and consider Tt Z. Suppose that during [O,t], there 
are k collisions at 0 ::; h ::; t2 ::; ... ::; tk ::; t, and that (1]i, ni, "1D is the 
ingoing collision configuration in the ith collision. 

(4.2.3) Lemma. 

k 

IIx(t)112 = IlxO(t)112 + 20' 2)t - ti)ni' ("1i - "1D· 
i=l 

In particular, because ni' ("1i - "1D > 0, IIx(t)1I ~ IlxO(t)lI, and IIx(t)1I ---700 

as t ---7 00 provided that ~(O) =f. O. 
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Proof. Let I(Ttz) = Ilx(t)112, (Tt·z)- = limVt. Ttz, (Tt·z)+ = limt'\.t. Ttz, 
then, by energy conservation, 

N 

= I«Ttkz)+) + 2(t - tk) L Xi(tk) . ~i(tk)+ + (t - tk)211~(tk)112. 
i=1 

For simplicity, suppose that only one collision happens at time tk, with ingo­
ing velocities TJk, TJ~ and outgoing velocities (k, (£. If the colliding particles 
are at Yk, Y~, we have 

Yk . (k + Y~ . (~ = Yk«(k + (~) + (Y~ - Yk)(£ 

= Yk(TJk + TJU + (Y~ - Yk)(£ 

It follows that 

= Yk . TJk + Y~ . TJ~ + (Y~ - Yk)«(£ - TJ~) 

= Yk . TJk + Y~ . TJ~ + ank . (TJk - TJU· 

I(Ttz) = I(TJ-tk(Ttk z)-) + 2a(t - tk)nk . (TJk - TJU. 

Repeated application of this calculation leads to the assertion. o 

Later we will need a small generalization of Lemma 4.2.3, which we 
formulate and prove now. 

(4.2.4) Lemma. I(T8 0 Ttz) ~ I(TJ+sz) whenever s ~ 0, t ~ 0 or s ::; 0, 
t ::; O. 

Proof. For s ~ 0, t ~ 0 the proof of Lemma 4.2.3 applies without change. 
For s ::; 0, t ::; 0, let S again denote velocity inversion. Using the identities 
I(Sz) = I(z), ST-t = TtS and STo- t = TJS, we find 

I(To-lsIT-ltlz) = I(STJsIST-1t1z ) = I(TJsIT1tISz ) 

~ I(TJsl+lt l Sz) 

= I(To-lsl-ltlz). 

o 

Remark. Parts 2 and 3 of Lemma 4.2.2, Lemma 4.2.3, and Lemma 4.2.4 are 
in general wrong if 11 =f. R3. 

Finally, we list some crucial consequences of Theorem 4.2.l. 
The flow Tt is only almost everywhere defined in To with respect to 

Lebesgue measure. However, it is also well defined, again almost everywhere, 
with respect to a suitable measure, on certain surfaces of codimension one. 
Namely, consider the set F+ C To 
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where nij = ,i~::::~~jl' In other words, F+ is the set of all phase points in 
which there are two particles at contact with outgoing velocities. On F+, 
consider the measure 

where dYij is the surface element over the sphere of radius a centered at 
Xi. In the proof of Theorem 4.2.1 in Appendix 4.A, we also prove 

(4.2.5) Lemma. The flow Tt is also defined for a- almost all y E F+ . 

This lemma, discussed in some detail in Appendix 4.A, is crucial for a 
rigorous validation of the BBGKY hierarchy. For the moment, however, we 
will only briefly reflect on the implications. 

Consider all points zEro that experienced a collision in the past. 
Every such point z can be parametrized by a point y E F+ and by a time 
t < a(y) such that Tty = Zj here, a(y) is the time of the first collision ex­
perienced by y in the future. As demonstrated in Appendix 4.A, the change 
of variables Z -t (y, t) is such that the Lebesgue measure transforms like 
dz -t da(y) dt. Therefore, if the flow Tt were undefined on a set A with 
a(A) > 0, it would also be undefined on the "tube" based on A, i.e., on the 
set {(y , t)jY E A,O :::; t < a(y)}. This set has positive Lebesgue measure, 
and we have a contradiction to Theorem 4.2.1. 

Problems 

1. Use J2 = id to show that Idet~~~~:~~~ I = 1, and conclude that J 

preserves Lebesgue measure on 3P x 8 2 X 3P. 
2. Construct an example of a boundary 8A and a velocity ~ such that 

a particle moving with ~ initially will have infinitely many collisions 
with 8A in finite time. Two dimensions are sufficient. 

3. Prove 3 in Lemma 4.2.2. 

4.3 Transition to L1. The Liouville Equation and the 
BBGKY Hierarchy Revisited 

The flow {Tt} we introduced in Section 4.2 gives, from a strictly determin­
istic and mechanical point of view, a complete solution to the evolution 
problem for a hard-sphere system. For rarefied gas dynamics, however, this 
solution is unsatisfactory for the following reasons: 
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1. In realistic cases we are interested in huge particle numbers, like N ~ 
1023 . It is then impossible to follow the flow in detail or to determine 
the initial state z exactly. 

2. In addition, the information we could obtain by following a trajectory 
{Tt z hE!R exactly might be of little relevance (atypical) from a phys­
ical point of view-there are, for example, some paths {Tt z} along 
which very pathological behavior is displayed- in particular, a system 
of hard spheres can be arranged inside a rectangular box with reflecting 
boundary conditions such that all the particles will undergo periodic 
oscillations. 

3. The Poincare recurrence theorem applies to a system of N hard spheres 
in a bounded domain and predicts that almost all phase points in To 
return to within any neighborhood of their initial state infinitely often. 

No such behavior is ever observed in real gases. We always see an 
approach to some kind of equilibrium, and this suggests that we introduce 
a method that can in some way describe the evolution of the particle system 
from "less likely" to "more likely" states. The next logical step is to abandon 
the consideration of individual phase points altogether and consider instead 
a probability density function Po E L~(r) whose time evolution is then 
given by the Liouville equation (2.1.11). 

We now derive a version of the Liouville equation for which only min­
imal regularity of P(z, t) is required. If P(z, t) is the probability density of 
the system at time t, we must have 

(3.1) [ P(z, t) dz = [ Po(z) dz JTtA JA 
for all Borel sets A in phase space. Because the Lebesgue measure dz is 
invariant under Tt (see Chapter 2), 

(3.2) [ P(Ttz, t) dz = [ P(z, t) dz = [ Po(z) dz JA JTtA JA 
and so P(Ttz, t) = Po(z) for almost all z, or 

(3.3) 

We refer to (3.3) as the Liouville equation in mild formulation; the bound­
ary condition (2.1.15) is implicitly contained in (3.3). Clearly P(z, t) := 
Po(T-tz) solves (3.3). 

Let us next discuss the BBGKY hierarchy arising from (3.3), intro­
duced at a formal level in Chapter 2. 

Let 
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Here, ZS = (Xl ... X S , 6 .. . ~s) is used as shorthand for the 6s-dimensional 
phase point describing the state of the first s particles. We write z = 
(ZS, zN-s), with the obvious meaning of the symbols. 

Recall that 

1. Since the particles are identical, Po(z) is symmetric with respect to all 
particles, i.e., for any permutation II (reordering of the particles) Po (II z) = 
Po (z) . Because IITt z = Tt II z, it follows that P(·, t) also has this symmetry. 

By r s , 1 :s: s :s: N, we denote the phase space of s particles (phase 
points leading to multiple collisions, etc., are deleted). The time evolution 
of the s particles of which p(s)(zs, t) keeps track is influenced by the inter­
actions of the s particles with the remaining N - s particles. In order to be 
able to quantify these interactions, we need one further assumption on Po: 

2. We require that t ~ Po(Ttz) is continuous for almost all z E r. 
Assumption 2 is of tantamount importance in the sequel, such that 

it deserves a further comment. If z is an N - particle precollisional phase 
point and z' is the corresponding post-collisional phase point, i.e., 

z = (Xl . . 'Xi" .Xj .. ,xN,6·· '~i" .~j .. ' ~N) 

with Xj = Xi + nCT and n· (~i - ~j) > 0, 

z' = (Xl .. . Xi . · .Xj . .. XN,6·· .~~ .. . ~j .. '~N)' 

assumption 2 means that Po is continuous outside the contact points and 

(3.4) Po(z) = Po(z'). 

In other words, "good" initial probability distributions are those that do 
not distinguish between precollisional and post-collisional configurations. 

We next address the problem of giving rigorous meaning to the right­
hand side of the BBGKY hierarchy. 

Consider a phase point z belonging to the manifold F of codimension 
1 defined by 

(Xl . . ,Xi" ,Xi + nCT .. ,xN,6·· '~i" . ~j .. '~N) for some i =I j. 

Then, according to Proposition 4.2.5, 

(3.5) 

is well defined for almost all (Xl . . . Xj-1Xj+1 ... XN,6 ... ~j .. '~N,n). 
For j < s, we integrate P(z, t) over the last N - (s + 1) variables. We 

obtain that 

p(s+l) (Xl ... Xi' .. XS , Xi - nCT,6 . .. ~i .. . ~s+l, t) 

is well defined for almost all (Xl .. . X s, 6 .. . ~s, ~s+1' n) and all t . Therefore, 
the operator Q~+1' acting on the time-evolved marginal distributions via 



4.3 'fransition to Ll. The Liouville Equation 71 

Q~+1p(S+1)(X1" ,Xs'~1" .~s,t) 

(3.6) = t(N - s)0'212 dn J d~s+1n· (~j - ~s+1) 
J=1 S 

p(s+1)(X1 ' " X8Xj - nO', 6 .. . ~s+1,t) 

is also well defined for all t and almost all zS. Moreover, we can prove the 
following. 

(4.3.1) Theorem. Under assumptions 1 and 2, Q~+1P(8+1)(TtzS,t) is con­
tinuous in t for almost all zS, and the ps (., t), 1 ::; s ::; N, satisfy the 
BBCKY hierarchy in the mild sense, i.e., 

(3.7) ! [p(S) (TtzS, t)] = Q~+1p(S+1)(Ttz8, t) 

for almost all zS. 

We trust that the ideas presented in Chapter 2 and the properties of 
the flow Tt discussed in the previous section will suffice to convince most 
readers of the validity of Eq. (3.7) . We present a rigorous derivation of this 
equation in Appendix 4.B. 

Other rigorous discussions regarding the BBGKY hierarchy can be 
found in the works of Uchiyama 24 and Petrina et al. 10,11,21. 

Sometimes Eq. (3.7) is written in the following form: 

(3.8) f) p(s) = {HU p(S)} (ZS t) + QU p(s+1) t 8 , , 8+1 

where {H'J, .} denotes the generator (Liouville operator) of the s- particle 
dynamics. 

It is easy to see that Eqs. (3.7) and (3.8) are equivalent from a formal 
point of view. The latter is reminiscent of the usual BBGKY hierarchy for 
systems interacting via smooth two-body potentials. However, due to the 
singularity of the hard-sphere interaction, the Liouville operator {H'J, .} is 
rather degenerate in our situation (remember that it involves collisions in 
s-particle dynamics). 

We summarize the meaning of Eqs. (3.8) or (3.7) . The changes in p(s) 
are due to the s- particle dynamics (expressed above in {H'J, . }) and due 
to the interaction of the tagged group of s particles with coordinates ZS 
with the rest. This interaction, which is clearly the dominant part in the 
Boltzmann- Grad limit 0' --+ 0, N --+ 00, N0'2 --+ const., is given by the 
collision operator Q~+1' This operator acts only on p(s+1) (and not on P) 
because of the symmetry of P and the binary character of the interactions. 

Finally, we mention that our consideration of hard-sphere systems has 
advantages and disadvantages with respect to the Boltzmann- Grad limit. 
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The main disadvantage is that we had to be careful even with the definition 
of N - particle dynamics because of the singular character of the collisions. 
Therefore, the derivation of the BBGKY hierarchy is more subtle for this 
case than for interactions via smooth potentials. The main advantage is 
that once we have the BBGKY hierarchy in the above form, it is so close in 
structure to the Boltzmann hierarchy that an investigation of its behavior 
in the Boltzmann-Grad limit seems natural and convenient. 

In contrast, the collision operator of the BBGKY hierarchy for smooth 
potentials involves derivatives with respect to velocity; this requires extra 
algebraic work and makes the derivation less transparent. Moreover, if the 
potential is really long range, the possibility of finding a suitable scaling 
under which a Boltzmann equation can even formally be derived is not clear 
from either a mathematical nor a physical point of view. 

4.4 Rigorous Validity of the Boltzmann Equation 

We saw in Chapter 2.5 how the Boltzmann equation arises in the Boltz­
mann- Grad limit from the BBGKY hierarchy via the Boltzmann hierarchy. 
We will now show how this transition can be done rigorously. 

First, however, we discuss a few aspects of the informal derivation that 
should convince the reader that the Boltzmann-Grad limit is truly subtle 
and requires a rigorous analysis. 

Consider the BBGKY hierarchy (3.7) 

(4.1) ~P(S)(Ttzs t) = (Qu p(S+l») (Ttzs t) dt u' s+l CT , 

(notice that we have here added an index (J to the flow operators, as a 
reminder that these operators do change as (J ---4 0), and let us analyze 
what happens to the collision operator in the Boltzmann-Grad limit. 

We begin with expression (3.6) for the collision operator and split 
the integration over 82 into integrations over two hemispheres. On the 
hemisphere given by (~j - ~s+!) . n ::; 0 (incoming configurations), we leave 
the argument of pes+!) untouched, but we make here the coordinate change 
n ---4 -n and therefore change this part of the integral to an integral over 
the hemisphere (~j - ~s+l) . n 2: o. 

On the hemisphere given originally by this latter inequality (outgoing 
configurations), we leave n untouched, but we take advantage of the conti­
nuity of pes+!) through collisions to replace the velocities ~j and ~s+! by 
their precollisional counterparts {i and ~~+l. The result of these operations 
is 
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Q~+1p(S+1)(X1 .. . xs,6 ... ~s) 

(4.2) 
= t(N -8)a2 J ~s+1 r dnn· (~j - ~s+1) 

j=l J{n·(t;j-t;S+l)?'O 

{p(S+l (Xl . .. Xj ... Xj - an, 6· .. ~j ... ~~+1) 

- P(S+1(X1 ... Xj ... Xj + an,6· .. ~j . . . ~s+d}. 

In the Boltzmann-Grad limit, formally Qf7 ----> Q, where 

Qs+1f(S+1)(X1 ... xs,6·· .~s) 

(4.3) 
= at J d~s+1 J n·(t;j-t;s+d?odnn· (~j - ~s+1) 

)=1 

{f(S+1(X1 ... Xj ... xj,6·· .~j .. . ~~+1) 

- f(s+1(X1 ... Xj ... xj,6·· .~j ... ~S+l)} . 

As for fixed 8 T;'zs ----> TJzs for almost all ZS in the limit a ----> 0 (TJ de­
notes collisionless flow), we expect that the p(s) will converge to a sequence 
of functions f(s) solving the Boltzmann hierarchy: 

(4.4) ~f(S)(r,tzs t) = Q f(s+1)(r,t z s t) dt 0' s+l 0' . 

The relationship of the Boltzmann hierarchy (4.4) to the Boltzmann 
equation is as already described in Chapter 2; If f(-, t) solves the Boltzmann 
equation, then 

S 

f(S) (Xl ... xs,6··· ~s; t) = II f(xj,~j;t) 
j=l 

solves the Boltzmann hierarchy. Thus, if the f(s) in (4.4) factorize initially 
and if the factorization is preserved in time (the second if, usually referred 
to as propagation of chaos, must be proved), the Boltzmann hierarchy and 
the Boltzmann equation are equivalent. 

By proving the convergence p(s) ----> f(s) and propagation of chaos, 
we will complete our objective. First, however, we make some observations 
that will clarify what we can expect to achieve. 

In the derivation of the operator Q, we chose to represent collision 
phase points in terms of ingoing configurations. Given the assumed conti­
nuity along trajectories, we could use the representation in terms of outgo­
ing configurations, and that would lead formally to a limit that is Eq. (4.4) 
with a minus sign in front of the collision operator. Also, if we take the 
formal limit in the right-hand side of Eq. (3.7) without first splitting into 
gain and loss terms, we obtain zero, because the integrations over the two 
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hemispheres compensate each other. We are thus compelled to ask whether 
the representation in terms of ingoing configurations is the right one, i.e., 
physically meaningful. As we shall see later in a more careful analysis of the 
validity problem, the representation in terms of ingoing configurations fol­
lows automatically from hard-sphere dynamics and is, indeed, not a matter 
of an a priori choice. 

We now consider Eq. (4.1) for s = 1 and discuss the propagation 
of chaos. Assuming representation in terms of ingoing configurations, the 
right-hand side reads 

(N - 1)0'2 f ~2 J n'(~1-~2»odn n . (~l - 6) J~3 -

(4.5) {p(2)(XI +t6,XI +t6 -nO',~~,~~jt) 

_p(2)(XI +t6,XI +t6 +nO',6,6jt)}. 

In order to get the right-hand side of the Boltzmann equation, we have 
to make the crucial assumption that in the limit N ~ 00, 0' ~ 0 and 
N 0'2 ~ a > 0 there is a function f = f (x, ~, t) such that 

(4.6) 
lim p(I)(X,~,t) = f(x,~,t) 

N-+oo 

lim p(2)(X, x + nO',6,6j t) = f(x,6, t)f(x,6, t) 
N-+oo 

provided that the configuration is ingoing. If this convergence holds, we get 
the Boltzmann equation in the mild formulation 

!J(x + t~,~, t) = a J ~. fs2 dnn· (~- ~*) [I' f; - ff.J (x + t~, t). 

Our convention here is that f.(x + t~, t) = f(x + t~, ~., t), etc. 
It turns out that (4.6) is a statement stronger than what we need. 

Worse, (4.6) can be violated even at time t = 0 for quite reasonable p(2)s, 
as we will show by an example. The form of propagation of chaos we will 
be able to prove is that 

p(2)(X!,X2'~1,6jt) ~ f(XI,6,t)f(X2,6,t) 

for almost all Xl, X2'~!' 6 [and not on a manifold of codimension one, as in 
(4.6)J. 

The following is an example for which (4.6) fails. Suppose that fo is 
given and smooth. Let 

N 

p(N)(z) = CIIfo(xi'~i) IIXij(xi,Xj), 
i=l i<j 
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.. (X' x.) _ {I if IXi -xjl > O'+€ 
X'J ., J - O'f I I < 1 Xi - Xj _ 0'. 

The constant C = C(€) is there to normalize p(N). If € "-" 0 as 0' ---+ 0 and 
N ---+ 00, we certainly have 

S 

lim p(s)(xl ... xs,6 ···es) = IIfo(xi,ei), 
N_oo 

i=l 

and assumptions 1 and 2 hold. However, (4.6) is violated by construction. 
The observations we have made so far show how dangerous it is to 

argue with generators in this derivation, because we clearly cannot have 

d { (1) t } I d dt p (T,,(x,e),t) t=o ---+ dt {J(X + te,e,tnlt=o 

in the Boltzmann-Grad limit. 
In Appendix 4.C we discuss an example of a discrete velocity model 

for which the derivation done in the present section fails completely. 
Given that convergence of the derivatives is not to be expected, what 

we are going to do is look at the solution of the BBGKY hierarchy and the 
Boltzmann hierarchy as a whole (and not at their derivatives) and show 
that the first converge a.e. to the second. The solution concept that allows 
us to do this is a series solution concept we now introduce. 

After integration from 0 to t, we get from (4.1) that 

P(s)(T;zS,t) = pJs)(ZS) + lot dtl (Q~+lP(S+1») (T;lzS,tl) 

or 

p(S)(zs, t) = (S,,(t)pJS») (ZS) + lot dh S,,(t - h)Q~+1p(s+l)(zs, tl) 

where S,,(t)f(zS) = f (T;tzS). 
By iterating the last equation N - s times and using the convention 

that pJs) = 0 for s > N, we can express p(s)(ZS,t) as a finite sum of 

multiple integrals involving only the functions pJr) for r ~ s: 

(4.7) 
p(S) (ZS, t) = f: rt dtl tl dt2 ... t n

-
1 dtn 

n=oJo Jo Jo 

S,,(t - t1)Q~+1S,,(t1 - t2)'" Q~+nS,,(tn)PO(zS) 

Note that the sum is actually finite because of our convention. For s = N 
(4.7) reduces to p(N)(z, t) = S,,(t)pJN) (z), which is the solution of the 
Liouville equation. 

Equation (4.7) is an equality that holds for almost all zS. We hope that 
the discussion given in the previous section has convinced the reader that 



76 4. Rigorous Validity of the Boltzmann Equation 

the right-hand side of Eq. (4.7) is well defined (that it actually is follows 
rigorously from our rigorous derivation of the BBGKY hierarchy given in 
Appendix 4.B). 

Similarly, a formal series solution can be written down for the Boltz­
mann hierarchy (4.4). It is 

(4.8) 

where 

(the reader should not confuse the summation index n with the unit vector 
n occurring in (4.2) and elsewhere). 

In contrast to (4.7), (4.8) is an infinite series, and the question of 
convergence becomes critical. 

There is an obvious trace problem in the definition of Q on L1-functions 
(see Definition (4.2)); the series solution concept we adopt nicely avoids this 
problem, because each term of the series (4.8) involves fJs) evaluated at 
phase points that are computed by repeated adjoinment of collision partners 
(this is what Q does) and backward free streaming (this is what So does), 
such that each term on the right-hand side of (4.8) makes sense if fJs) is 
assumed to be sufficiently smooth. 

We emphasize at this point that (4.7) and (4.8) are profoundly dif­
ferent, in spite of their formal similarity. From a physical point of view, 
( 4.7) describes a Hamiltonian (reversible) dynamical system, while (4.8) 
describes a dissipative evolution that is compatible with the H-theorem. 
Also, technically speaking, Q is more singular than Ql7: Indeed, Q 8+1 in­
volves the trace of f(s+1) on a manifold of codimension three, while Q~+1 
needs the trace of p( s+1) on a manifold of codimension 1 (the sphere has 
shrunk to a point). 

On the other hand, the presence of the flow T: in (4.7) makes it hard to 
interpret the BBGKY hierarchy from a pure PDE point of view. The hier­
archy in Eq. (4.1) is a family of equations that can only be established once 
the flow T: is defined and the properties of this flow are well understood. 
We did this in the previous section. 

After this long introduction we are finally able to formulate our rigor­
ous validity result. 

Consider an N-partide system in a region A. We shall assume either 
A = ~ or A c ~ bounded, with a smooth boundary. T: and TJ will 
refer, as always, to the N-particle dynamics and the free flow, both with 
reflecting boundary conditions on 8A. The case in which A is a rectangle 
with periodic boundary conditions can also be considered. 
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Suppose that fJ8)(z8) = n:=l fo(xi'~i) is the factorizing initial value 
for the sth equation in the Boltzmann hierarchy (molecular chaos or sta-
tistical independence is taken for granted at t = 0), and that pJs) (Z8) is 
the initial value for the sth equation in the BBGKY hierarchy. We send 
N --+ 00, a --+ 0 in such a way that N a 2 = 0: and assume that 

i) if (A x ~3)~'" = {zs E AS X ~3; IXi - xjl > a, i =f:. j, a ~ O}, then the 

pJs) are continuous on (A x ~3)~'" and at the collision points (continuity 

along trajectories). fo is continuous and limN-+oo pJs) = fJs) uniformly on 
compact subsets of (A x ~)~.,. for all s = 1,2, ... 

ii) there are positive constants (3, C, and b such that 

(4.9) sup pJ S) (Z8) exp {(3 t ~?} ~ C . bS 

Z i = l 

for all s. 

(4.4.1) Theorem. Suppose that i) and ii) hold. Then on a sufficiently small 
interval [0, to], the series solution p(s)(" t) of the BBCKY hiemrchy con­
verges in the Boltzmann- Cmd limit almost everywhere to the series solution 
of the Boltzmann hiemrchy f(s)(" t). This solution exists, is unique, and is 
of the form 

S 

f(S)(zS,t) = IIf(xi'~i,t), 
i=l 

where f is a mild solution of the Boltzmann equation to the initial value fo· 

Proof. The proof of this theorem is done in four steps. 
In step 1, we show that the convergence of the series (4.7) to (4.8) 

holds term by term. This step is technically rather straightforward, but, as 
we shall see, conceptually deep. 

Step 2 is completely straightforward. We simply observe that the con­
vergence proof will follow from step 1 if there is a non-negative converging 
series whose terms bound simultaneously those of (4.7) and (4.8). 

We construct such a series in step 3. This is the technical part of the 
proof and the only part where we use the smallness assumption on the time 
interval. 

Finally, in step 4, we prove uniqueness and the factorization property. 

Step 1. We want to prove that by virtue of assumption i) in the Boltzmann­
Grad limit N --+ 00, a --+ 0, N a2 = 0: 
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(4.10) 

almost everywhere. 
We first discuss the simplest case s = n = 1, where we have to prove 

that 

(4.11) 

with 

and 

lot dtl Su(t - tl)Q~±su(tt}Pci2)(x,e) 

_____ lot dtl So(t - h)Q~SO(tl)fci2)(x,e) 

The last two identities are the decomposition, based on the ingoing repre­
sentations of collision configurations, of the collision operator in gain and 
loss part [see (4.2) and (4.3)J . We first prove (4.11) for Q-, in which case 
(4.11) reads explicitly as 

t dt1 Jde2 { dnn· (6 -6) 
10 1n.(~1-6)::::0 
Su(tt}Pci2)(Xl - 6(t - tt},Xl - 6(t - tl) + na,6,6) 

(4.12) 

----- t dt1 Jde2 ( dnn·(el-6) 
10 1n . (~1-6)::::0 
So(tl)fci2\Xl - 6(t - tl),Xl - el(t - h),6,6)· 

Next notice that as a ----- 0 

(4.13a) 

T;tl(Xl - 6(t - tt},Xl - 6(t - tl) + na,6,6) 

_____ To- tl(Xl - 6(t - tt},Xl - 6(t - tl),6,6) 

=(Xl - 6t,Xl - 6(t - tl) - 6t1) 
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(x" ~,) (x" ~,) 

(x,-~, (t-t, ),~,) 

FIGURE 6. 

as follows by direct inspection. We use the graphical representation in Fig. 
6 to visualize this convergence for the reader. 

At the instant t-h, we adjoin a second particle in ingoing configuration 
to the original particle at (xl,6). As we move further back in time, the 
free motion of the original particle is unaffected. 

If we adjoin this second particle such that the triple (n, 6, 6) is in 
outgoing configuration, we are in the situation that arises in the gain term 
Q<7+ (because (n, ~~ , ~~) is then ingoing) . Proceeding as above for Q<7+, we 
have to study the limit of the expression 

(4 .13b) 

as (J '\. O. Consider the graphical representation in Fig. 7. 
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(x, ~,) (x, ~,) 

~, 

(x,- ~,(t-t,), ~,) 

(x,-~, (t-t,) -~, 't,,~, ') 

(x,- ~,(t-t,)-n(T- ~2' t,,~,') (x,- ~,(t -t,) -~,' t, , ~,') 

FIGURE 7. 

As (-n, 6,6) is outgoing if (n, 6, 6) is ingoing, we have to make the 
transformation from outgoing to ingoing representations as we go back in 
time, and the expression (4.13b) therefore converges to 

Summarizing, we write 

lot dtlSu(t - tl)Q2Su(tI)PJ2)(x,~) 

= lot dtl J ~2 J dn n · (6 - 6)pJ2) 

(T;tl (T;(t-t,)(x,~) U (y - na,6))) 

where y = x - 6 (t - tl), and we have used the symbol U for the adjoinment 
of the particle. As pointed out in the earlier discussion, the argument of 
pJ2) converges to (Xl - 6t,XI - 6(t - t l ) - 6h,6,6) or to (Xl - 6(t-
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t1) - ~~tt,X1 - 6(t - t1) - ~~tt,~~,~~), depending on whether the triple 
(n, 6,6) is in ingoing configuration or not. 

Notice that we do not have a choice of the representation of the collision 
point in terms of ingoing or outgoing velocities; a representation just arises 
automatically, and the correct expression of the limit collision terms follows 
from the calculations. By assumption i), we have convergence (pointwise, 
and not just almost everywhere for the case n = s = 1) of the integrands 
in (4.12). By assumption ii) and the dominated convergence theorem the 
convergence in (4.12) follows. 

We next consider the general case, where nand s are larger than l. 
Unfortunately, as the reader may check, an induction proof is not feasible. 
We have no choice but to directly investigate the complicated configuration 
arising after repeated application of the operators ra and Q a' This inves­
tigation leads to obvious notational problems, and the temptation is there 
to just say that the argument for n = s = 1 extends to arbitrary nand s. 
However, as we show for a counterexample of a discrete velocity model in 
Appendix 4.C, this reasoning would be extremely dangerous! It is in fact 
important to verify the convergence spelled out in (4.10) explicitly, because 
it actually fails for the discrete velocity case. 

First, observe that as N ---t 00, a ---t 0 with N a 2 = a, 

(N - s)(N - s - 1) ... (N - s - n)a2n ---t an. 

Also, 

except on a set of measure zero. The exceptional set is formed by those phase 
points for which, in the free-flow evolution, two point particles occupy the 
same spot at the same time, a set that is clearly of measure zero. 

Therefore, as we adjoin a particle with coordinates z:\ (the index s 
here reminds us that we start with the phase point zS, the i~dex 1 that the 
particle is the first of n to be adjoined, and the index k1 E {I, ... ,s} tells 
us who is the collision partner), for almost all choices of ~s+1' the point 

r-T1 (r-(t 1 -t) ZS U zk1 ) 
U 8,1 , 

71 < t 1 , will converge to 

or to 
r.- T1 J (r.(t1 -t) Z8 U zk 1 ) o 0 8,1 . 

Here, J is the collision transformation changing ~, ~8+ 1 into ( , ~~+ l' ~ being 

the velocity of the kIth particle in the configuration rJt1 -t) Z8. Which of 
the two limits will apply depends, as before, on whether the particle z:\ 
was added in ingoing or outgoing configuration. ' 



82 4. Rigorous Validity of the Boltzmann Equation 

The typical phase point occurring in the argument of pJs+n) on the 
left-hand side of (4.10) is of the form 

(zkn U T-(tn-1-tn) (zkn-l U T-(tn-2-tn-,) T-(t-t,)zs) ) 
s ,n (7 s,n-l (1 • •• u . .. , 

which converges to 

Yon+s = To-tn J,n 

( kn U r.-(tn-1-tn)J'n - l ( k n - 1 U r.-(tn- 2-tn- 1)J'n- 2 r.-(t-t,) s)) Zs,n 0 Zs,n-l 0 . . . 0 Z 

for almost all choices of ~s+1' ... , ~s+n. Here, Ir is 0 or 1, depending on 
whether z:,rr is adjoined in ingoing configuration or not. Note that z:,';. 
depends on a . 

Consider now a typical integrand in (4.10). If we delete for the moment 
the indices in the collision operators indicating the number of particles but 
keep track of whether a collision configuration is ingoing or outgoing, we 
get terms like 

(4.14) 

where Ii = + or - . To prove the convergence of (4.14) to 

(4.15) 

we observe that (4.14) and (4.15) contain integrals with respect to veloc­
ities and impact parameters of p;+n(Ys+nj 0) and r+n(Yo"+nj 0). As the 
convergence of p;+n(ys+nj 0) to r+n(Yo"+nj 0) a.e. is already proved, the 
convergence of (4.14) to (4.15) will follow from the dominated convergence 
theorem if we can find a suitable upper bound on the p;+n (uniform in a 
resp. N). This bound should decay fast enough at infinity for large velocities 
in order to compensate for the unbounded cross section. The construction 
of this bound is what we do in step 3. 

Remark and Warning. The reasoning from step 1 is not applicable to dis­
crete velocity models because we have only a finite set of velocities to choose 
fromj therefore, none of them can be excluded by a measure-zero argument. 
We demonstrate in Appendix 4.C that the convergence proof fails. 

The preceding discussion also shows why the convergence of PuC t) to 
f(·, t) is only almost everywhere at every level. Consider the first term in 
either series: We have 

only if 
p.(S) (T-t ZS) _ ,,(s) (r.- t ZS) ---; 0 o s 0 o,s , 
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and this is, for t > 0, in general violated on the set of phase points ZS for 
which there is aTE (0, t) such that two particles in To~; ZS occupy the same 
spot; for such phase points, Ts- t ZS does simply not converge to To~: ZS as 
a ---> 0. 

Step 2. In step 1, we have established that the series solution to the BBGGY 
hierarchy, say I: a~, and the (formal) series solution to the Boltzmann 
hierarchy (say I: an), satisfy a~ ---> an as a ---> ° almost everywhere for 
each n. We will show that for short times I: Ian I converges and that 

as a ---> 0. This is certainly true if we can find a sequence {bn}nEN such 
that ° :::; la~1 :::; bn, ° :::; lanl :::; bn, and I: bn < 00 (see Problem 2). 

Step 3. Finding the sequence {bn } is the key technical step in the proof. 
We introduce the following norm: 

IIP(s)ll.B = sup expe.BEslP(s)(X1' .. xs,6·· .~s)1 
Xl ... X"~l"'~s 

where 
1 s 

Es = 2 L~; 
j=1 

is the energy of the configuration. Then 

IQ~+1p(S+1)(X1" .xs,6·· .~s)1 :::; Co. t J ~s+1 (I~jl + l~s+11) 
j=1 

x IIP(s+1) II.Be-.BE.+l. 

Therefore, for f3' < f3 

IIQ~+1p(S+1)II.B' :::; C o. IlP(s+1)II.B J ~S+1e-~~;+l 

Using the estimates 

(see Problem 3) and 

s L (I~j I + 1~8+11) e-~~;+le-(.B-.Bf)E •. 
j=1 



84 4. Rigorous Validity of the Boltzmann Equation 

we conclude that 

( 4.16) IIQ<7 p(s+1) II ' < Ca IIP(s+1)11 ( VB +~) 
s+1 {3 - ,8~ {3 ~ Vf3 . 

On the other hand, by energy conservation 

such that 

(4.17) 

where 

IIS<7(t - tl)Q<7 S<7(tl - t2)Q<7 ... S<7(tn)p(s+n) 1If3' 
S; (8 + ntCn A(,8, ,8')nIlP(s+n) 1I{3, 

A(,8,,8') = max (,8'-2, ~. (,8~)~) . 
In order to derive estimate (4.17), we have applied (4.16) to each of the 
Q<7 s appearing in the left-hand side of (4.17), with ,8 - ,8' replaced by (3-;t. 
The term Q~+k makes the contribution 

Ca (V(8 + k)n s + k) C A(f.? f.?')( ) • ~ + I7.i1 < a fJ, fJ S + n . 
(,8') '7j Y fJ - fJ' Y fJ' -

From assumption ii) we get 

and finally we employ the identity 

it itn-1 t n 
dh .. . dtn ="1 

o 0 n. 

to arrive at 

At this point, recall the Stirling formula for n ~ 1 

~(n)n ~ n! = Y 2?rn -; e- 12 , 0 < O(n) < 1, 

and 

which lead us to the final estimate 

(4.18) p(s)(zs,t) S; e-{3'Es (CbY I:>n(CaAb)n. 
n<,:O 
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Thus we can bound the series solution of the BBGKY hierarchy by a geo­
metric series, which converges if t is small enough. 

Exactly the same estimates apply to the Boltzmann hierarchy. In par­
ticular, it follows that the series solution of the Boltzmann hierarchy is 
bounded by the right-hand side of (4.18). This completes step 3 of our 
proof. 

Step 4. Factorization, Propagation of Chaos, and Uniqueness. The series we 
used to construct a mild solution of the Boltzmann hierarchy is determined 
completely by the initial data, and therefore this solution is determined 
uniquely by the data. Now assume that fJs) (ZS) = n:=l fO(Xi, ~i)' and that 
f(x,~, t) is a (mild) solution of the Boltzmann equation to the initial value 
fo, i.e., 

f(x,~,t) = So(t)fo(x,~) + fat So(t - tl)(Qf)(X,~,tl)dtl. 
Substitute this formula for f(·, t) in the integral, and repeat this procedure 
recursively. The result is exactly the series we used to solve the first equa­
tion in the Boltzmann hierarchy. However, we just proved that this series 
converges! In other words, we proved that this series gives us a mild solution 
of the Boltzmann equation, f(·, t). 

Now, we know (from Chapter 2) that the tensor products 

j<s)(ZS,t):= n:=l rg;f(Xi'~i,t) 
then give a solution of the Boltzmann hierarchy in mild form; for j< s) (ZS , t), 
we have 

( 4.19) 

By applying the same procedure of a formal series solution to (4.19), we 
see that this series is algebraically the same as the right-hand side of the 
solution series for f{s) (ZS, t); it follows that both series converge and that 
f{ s) (ZS , t) = j (ZS , t), i.e., we have shown that f{ s) factorizes and that chaos 
propagates. 

Uniqueness of solutions of the Boltzmann hierarchy is easily proved 
along the lines of the estimates of step 3. We leave the details of this 
uniqueness proof to the reader. More on the uniqueness of solutions of 
the Boltzmann hierarchy can be found in Section 4.8. This completes the 
proof of Theorem 4.4.1. 0 

Remarks. The reason we end up with a geometrically convergent series 
in the proof is that we had to use the integral 

(4.20) it itn-l tn 

dh··· dtn=, 
o 0 n. 



86 4. Rigorous Validity of the Boltzmann Equation 

in combination with the counting factor 

s s+n ( )' ( ) _ _ s+n. _ , s+n L ... L - s(s + 1) ... (s + n) - , - n. 
s. s 

j,=1 jn=1 

The number of particles increases in each step of the iteration as a con­
sequence of the bilinearity of the Boltzmann collision operator. We conclude 
that our present method cannot possibly give a better than local result for 
general initial values. This is also true for any other fully nonlinear model 
equation. 

In fact, we made no effort in the proof to optimize the convergence 
time with respect to 0: or 111011£<>0. However, it is transparent from (4.18) 
that every convergence time will only be a fraction of 0:, which in itself 
is proportional to the inverse of the mean free time between collisions. In 
other words, our validation applies only to a fraction of the average time 
between two collisions suffered by a particle. 

Notice that otherwise our convergence time depends only on IIlollLoo. 
This means that the initial distribution need not be normalized. As a con­
sequence, our result also applies to the physically relevant case of a gas in 
all of ~, without any decay at infinity with respect to the spatial variable. 
In this case, one has to reformulate the problem in terms of "rescaled" cor­
relation functions (defined in Section 4.6) expressing the mass density and 
the mass correlations. 

A final comment. We already mentioned that the Lanford result that 
we formulated and proved in this section is unsatisfactory, because its valid­
ity time is unsatisfactorily short on physically relevant scales. On the other 
hand, the conceptual impact of the result was remarkable and persists; we 
have proved that a rigorous transition from reversible to irreversible dynam­
ics is possible, and this is significant even if the time interval in question is 
extremely short. 

It has often been questioned whether the Boltzmann equation could at 
all be derived from Hamiltonian dynamics. When Lanford's theorem was 
presented and discussed without detailed proofs almost twenty years ago, 
the lack of detail left many doubters questioning the result. We hope that 
the lengthy and detailed exposition which we have given to this subject here 
will dissipate any remaining doubts about the completeness and relevance 
of the result. 

Problems 

1. By representing all collision points in terms of their outgoing configu­
ration, give the formal derivation of equation (4.4) with a minus sign 
in front of the collision term. 

2. Prove the statement in step 2. 
3. Prove, for ri 2: 0, that 
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Hint: first prove that the left-hand side is maximized when rl = r2 = 

4. Prove (4.20). 
5. Prove that any solution of the Boltzmann hierarchy satisfying a bound­

edness condition 

is unique in this class. 

4.5 Validity of the Boltzmann Equation for a Rare 
Cloud of Gas in the Vacuum 

As we already mentioned, the method discussed in the previous section can 
only give a local result for general initial values. However, for suitable initial 
data one can prove global validity by replacing the smallness condition on 
time by a largeness condition on the mean free path; consider, for example, 
hard-sphere dynamics in all of ~3 and initial data that decay sufficiently 
fast at infinity, a situation we address in this section. 

First, we note that steps 1, 2, and 4 from the proof in the previous 
section are completely general; therefore, a global result will be proved if we 
can control the series solution for the BBGKY and Boltzmann hierarchies 
globally. 

As before, we assume a factorizing initial value 

s 

fd S) (ZS) = II fO(Xi'~i) 
i=l 

and the Boltzmann-Grad limit N ---+ 00, a ---+ 0, N a 2 = Q. 

In addition, suppose that 

i) the pJs) (·,0) are continuous on (~3 x ~3):t and 

lim p(s)(. 0) = ls) 
N--+oo <T' 0 

uniformly on compact subsets of (~ x ~3):t 

ii) there are constants 130 > 0, c> 0 and b> 0 such that 

Under these hypotheses, we have the following. 
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(4.5.1) Theorem. Suppose that i) and ii) hold. Then, if b . Q is sufficiently 
small, the series solution P17 (-, t) of the BBGKY hierarchy converges for all 
t > 0 in the Boltzmann- Grad limit almost everywhere to the series solution 
f(· , t) of the Boltzmann hierarchy. The latter factorizes as 

S 

f(s)(z S, t) = rrf(xi ' ~i,t) 
i=l 

and f is a mild global solution of the Boltzmann equation for the initial 
value fo. Moreover, pJs) and f(s) satisfy the estimates 

o ~ pJs)(ZS , t) ~ (c· b)S exp( -.80· I(T-tzS)) 

(where I(zS) = 2::=1 xl, see Lemma 4·2.3), 

o ~ f(x, ~, t) ~ (c· b) exp (-.8o(x - t~)2). 

The constant c is independent of Nand s. 

Proof. As mentioned above, we only have to do step 3 of the proof of 
Theorem 4.4.1. Consider 

where IQI7I denotes the collision operator with n . (~i - ~j) replaced by 
In . (~i - ~j)1 (i.e., we give the "loss" term in the collision operator the 
"wrong" sign) . The operator SI7(t)IQI7ISI7(r) is then a monotone operator, 
i.e., SI7(t) IQI7ISI7(r)P increases with P , and so (5.1) is an upper bound for 
the nth term in the series expansion. 

Let r = s+n-l, i.e., r+ 1 = s+n, and focus on the last part of (5.1): 
(5.2) 

SI7(tn-1 - tn)IQ17 ISI7(tn)P;+S(zS) 

= teN - r)o-21 [In . (17j - ~r+1)1 [SI7(tn)p;+1] (yr U Zj,r) dn~r+1 
j = l ~3 ls2 

with yr = (Y1 . . . Yr, 171 . .. 17r) = T!n -tn - l zr , Zj,r = (Yj + no-, ~r+1)' and, 
accordingly, 

yr U Zj,r = (Y1 ... Yr, Yj + no-, 171 · . . 17r. ~r+1) . 

Recalling I(zS) = 2::=1 xl, we use Lemma 4.3.2 to estimate 

I(T;tn(yr U Zj ,r)) ~ I(To-tn( ... )) 

(5.3) = I (To- tn (T;n-tn - l zr)) + (Yj + no- - tn~r+1)2 

~ I (To-tn-l zr) + (Yj + no- - tn~r+1)2. 

Furthermore, by energy conservation, 
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E(zr) = E(T;zr), 

and using this and (5.3) we find 

p,r+1 (T-tn (Ttn-tn-t zr u z· )) o (7 (7 ),r 

(5.4) ~ c· br+1 . exp (-,8oe+1) . exp (-,8oE(zr)) 

. exp (-,8o(Yj + na - tn~r+d2) . exp ( -,801 (To-tn-t zr) ) . 

Proceeding from here as in the previous section, we have (by using energy 
conservation again) 

(5.5) 

t, (l1]jl + l~r+11) . exp ( - ~ E(Zr)) . exp (- ~o e+1) 

~ C(r + ..;r.;n) 
~ C(s + n). 

Here, the constant C depends on,8o. Also, of course, (N - r)a2 ~ 0:, and 
finally 
(5.6) 

s~p J J exp ( - ~o e+1) exp( -,8o(Yj + na - t~r+1)2) dn ~r+1 ~ 1 Z t 3 

(see Problem 1). 
Now, insert (5.4-6) into (5.2). We obtain an estimate 

[S(7(tn-1 - tn)IQ(7IS(7(tn)prn](zr) 

(5.7) C bs+n S + n (f.l n - 1 E( s+n 1)) < '0:' . -- ·exp -fJO-- Z -
- 1 +t~ n 

. {SO(tn-1) exp (-,801(zs+n-1))} . 

If we substitute (5.7) into (5.1), the steps (5.4-6) can be repeated recur­
sively. Ultimately, we arrive at an estimate 

or 

n;:::O 

I t ltn-t n ( 1 ) ... II --3 dtn ··· dt1 . So(t) (exp [-,801(zS)]). 
o 0 j=1 1 + tj 
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Finally, we observe that 

(5.8) it itn-l n ( 1 ) e ... II --3 dtn ... dtl ~ I' 
o 0 . 1 + t). n. 

)=1 

and by again using Stirling's formula, we get an estimate 

(5.9) pCs) (ZS, t) ~ bS Len. (ba)n . (s: n) n . So(t) (exp( -,8oI(zS))) 
n::;>:O 

[the constant e here is not the same as in (5.8)]. If (b· a) is small enough, 
the right hand side of (5.9) is the convergent majorant series L: bn we set 
out to find. Also, we have an estimate 

from which we can conclude asymptotic dispersion of the gas cloud. 
The same argument, with some simplifications, can be used to obtain 

a bound for the series solution of the Boltzmann hierarchy. This completes 
the proof of Theorem 4.5.1. 0 

Problems 

1. Prove the estimate (5.6). 
2. Prove the estimate (5.8). 

4.6 Interpretation 

We now discuss the question whether or not the Boltzmann equation ac­
tually yields any information about the time evolution of individual phase 
points of an N-particle gas. We will see that the answer to this is yes, and 
Theorem 4.4.1 from the previous section delivers the necessary result. 

Suppose a gas of N hard spheres is confined to a domain A, with 
reflecting boundary conditions. Also, assume that we have a solution of the 
Boltzmann equation, t ~ f(· ,t), to some initial value fo. 

We ask: For a gas of N hard spheres, in what sense does f(·, t) de­
scribe the state at time t? The limit we have to investigate is, again, the 
Boltzmann-Grad limit N ~ 00, a ~ 0, N a2 ~ a. 

For any rectangular parallelepiped ..:1 c A X ~3 and a phase point 
z = (Xl ... XN, 6·· .~N)' let 
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be the fraction of particles in .1. As N --t 00, N a 2 --t 0:, we expect this 
fraction at time t to be well represented by 

1 f(x, e, t) dx de· 

4 

Here, "well represented" means "statistically close with respect to a se­
quence of probability measures in phase space." This sequence is, for any 
t, given by solving the Liouville equation. For convenience, we will refer in 
this section to such a sequence as "approximating sequence for f." The ne­
cessity for a statistical link between F 4 (z ) and J 4 f (x, e, t) dx de is clear, 
because there is no a priori relationship between the two. 

(4.6.1) Definition. A sequence of symmetric probability measures {JLN} NEN 
on A N X ~3N is called an approximating sequence for a given probability 
density f on A x ~3 if for each rectangular pamllelepiped .1 c A X ~3 and 
for each E > 0 

(6.1) N~oo~N {z; 1F~(z) - ! f(x, <) dx <1<1>'} ~ o. 

1F4(Z} - 1 f(x, e) dx del = 11 ®;z - 1 f(x, e) dx del· 
4 4 4 

In this formulation, we see that the statement "{JLN} is an approximating 
sequence" means that as N --t 00, the probability measures JLN concen­
trate on those phase points for which the discrete probability measures 
W z are well approximated by f dx de in the weak-*-topology on the space 
of measures. Suppose that every JLN is absolutely continuous, with density 
pJN) E L~(AN X ~N). The time evolution of pJN) is given by the Liouville 
equation 

Again pJ8) will denote the s-particle distribution function. 

(4.6.2) Lemma. 

a) 1 F4(Z} dJLN (z) = 1 p{l)(x, e) dx de· 

4 

b) I(F4(z))2 dJLN(z) = ~1 p(1)(x, e)dxde+ N;;.l 11 p(2)(z2)dz2. 

4 44 
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Proof. a) is left to the reader. To show b) just calculate 

(by symmetry) and use the definition of p(l) and p(2). o 

Remark. By a) J6. p(1)(x, e) dx ~ is the expected fraction of particles in 
.1, and by a) and b) 

N;;. 1 J J p(2)(Z2) dz2 = E (F6.(z))2 - ~E (F6.(z)) 

6.6. 

(F 6. (z) is here interpreted as a random variable, with J1-N the relevant prob­
ability measure). We see that p(l) and p(2) determine the mean values and 
fluctuations of the occupation numbers F 6. (z). 

(4.6.3) Lemma. {J1-N}NEN is an approximating sequence for f if and only 
if 

a) lim p(1)(x, e) dx ~ = f(x, e) dx ~ 
N--+oo 

and 

weak-* in the sense of measures. 

Proof. Suppose that {J1-N} NEN is an approximating sequence. Let .1 be 
some rectangular parallelepiped; then by Lemma 4.6.2 

J p(l)(x, e) dx ~ - J f(x, e) dx ~ 
6. 6. 

and the last integral goes to 0 as N ~ 00 because {J1-N} is an approximating 
sequence. 

To show that J 6.1 X 6.2 p(2) (z2) dz2 ~ J 6.1 X 6.2 f ® f dz2 for all rectan­
gular parallelepipeds, we can (by symmetry of p(2) and f ® f) assume that 
.11 = .12 = .1 (see Problem 1). Then, by Lemma 4.6.2, 
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J p(2)(Z2) dz2 - J f @ f dz2 

LlxLl Ll x Ll 

= J[N~ 1 F'j,(z) - (J f@f dZ2 )] dJLN(z) - N ~ 1 J pel) dx d~. 
LlxLl Ll 

The right-hand side of this identity goes to zero as N -+ 00 because 

for all € > 0 JLN {z; IF'j,(z) - (ILl f dx d~)21 > €} -+ 0 as N -+ 00, and 

N=-l ILl pel) dx ~ -+ O. Conversely, suppose that a) and b) hold. Then 

MN { Z; IF ~(z) - ! f dx d{1' > " } " ,~ J 1F~(z) - ! f dx d{1' d"N (z) 

= €~ {J F'j,(Z)dJLN (Z)-2J FLl(z)dJLN(z) J fdx~+ J f@f dZ2 } 

Ll LlxLl 

as N -+ 00, by Lemma 4.6.2. This completes the proof. o 

Lemma 4.6.3 shows that factorization (in the limit N -+ 00) of the 
2-particle distribution function p(2) is necessary for the JLN to be an ap­
proximating sequence of f. In other words, the concept of "approximating 
sequence" implicitly contains the concept of "molecular chaos." 

We give a reformulation of Theorem 4.5.1 in terms of the concept of 
"approximating sequence." Theorem 4.4.1 can be rephrased similarly. 

(4.5.1) Theorem. (reformulated) Assume the hypotheses of Theorem 4.5.1 

(in particular, the sequence of probability measures JL~ = pJN) dz is an ap­
proximating sequence for fo}. Then, if b· 0 is sufficiently small, the Cauchy 
problem for the Boltzmann equation has a unique global solution f(', t) with 

initial value fo, and the sequence of measures JLf' = pt(N) dz, where pt(N) 

solves the Liouville equation with initial value pJN) , is an approximating 
sequence for f(· ,t) for all t 2: O. 

Proof. This follows from the previous formulation of the theorem and 
Lemma 4.5.2. (The weak-* convergence in the lemma follows from the 
a.e. convergence and the Lebesgue dominated convergence theorem.) 0 

Remark. In this formulation, it is clear that the validity of the Boltzmann 
equation is given in a statistical sense; as N -+ 00, (T -+ 0 such that N (T2 = 
0, the fraction of particles in a cell Ll at time t (F Ll(Z)) is, in measure with 
respect to p(N)(., t) dzN , well approximated by ILl f(x, ~, t) dx d~. 
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The validity result can also be recast as a "law of large numbers": Let 
J.1~ = pJN) dz satisfy hypotheses i) and ii); then 

~i' {Z; 1F~(z) - f fix, e, t) dx d{1 > ,} ~ o. 

But the left-hand side equals 

~r: {z; IF ~(T'z) - f fix, e, t) dx d{1 > ,} 

~,.r; {z; I ~ f dwr,.(x, {) - f fix, e, t) dx d{1 > ,} , 

and we see that the fraction of particles in Ll at time t is, with respect to the 
sequence of probability measures J.1~, indeed better and better represented 
by J~ f(-, t). 

The interpretation would be particularly appealing if we would choose 
J.1~ = n~l fO(Xi' ~i) dz, but this is impossible because of the exclusion 
principle (particles cannot overlap) and the continuity requirement on J.1~ 
along trajectories. We have to redefine and renormalize J.1~ such as to be 
consistent with the physical constraint. The derived factorization of J.1~ 
only emerges in the strong limit given by i) in Theorem 4.4.l. 

A final remark on the normalization is in order. In many texts, corre­
lation functions p( S) (ZS, t) are defined by 

P(1)(Xl, 6, t) = N J p(N)(z, t) dZN- 1 

p(2) (z2, t) = N(N - 1) J p(N)(z, t) dz N- 2 

J~ p(1) dXl ~l is then the expected value of the random variable N~ = 
N . F~(z), i.e., the mean number of particles in Ll. Similarly, 

l ... i p(s)(ZS) dz s 

is the mean value of N~(N~ - 1) ... (N~ - s + 1). The BBGKY hierarchy 
can be formulated and studied in terms of the p( S) (z( s), t), but rescaling 
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J1.N ~ J1.~ *( N) *( N -I) ------~~ S J1. 1 = s J1.0 0 T 
s* liouville eq. 

(reversible) 

s A w B 

fo 

I 

~ Ttfo 
Boltzmann eq. 

II III 
FIGURE 8. 

is necessary because p(s) -; 00 as N -; 00. The usual rescaling is done by 
setting 

j(S)(ZS, t) = N-sp(s)(zS, t). 

It is easily seen that in the Boltzmann-Grad limit limN-+oo j(s)(ZS, t) and 
limN-+oo p(s)(zs, t) are the same. The formulation of the BBGKY hierarchy 
for the j(s) is sometimes preferred over the form for the p(s), because the 
collision operators, as acting on j( s+1), carry a factor N a 2 (rather than 
(N - s)a2 for p(S+1»). 

Problem 
1. Let.11,.12 be two disjoint subsets of Ax R3. Show that (.11 x .12) U 

(.12 x .11) = (.11 U .12) X (.11 U .12)\(.11 X .11)\(.12 x .12). 

4.7 The Emergence of Irreversibility 

The loss of reversibility (in the mechanical sense) is now easily explained. 
Recall (4.2.3): TtSTtz = Sz for all z E r, t E R. The involutive operation 
S of velocity inversion induces an (involutive) operator S* : p,N -; S* p,N 
by S* p,N = p,N oS. Also, if Tdo(X, e) = j(x, ~, t) is a solution of the Boltz­
mann equation, let (S**Tdo)(x, e) = j(x, -e, t). Consider the diagram in 
Fig. 8. 
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s c w s 

.... **----------I.~Tt5 Ttfo 5**fO 

ill 
FIGURE 9. 

Here, the horizontal arrows in part A of the diagram denote the indi­
cated time evolutions; the vertical arrows indicate the convergences (in the 
Boltzmann-Grad limit) from Theorem 4.4.1: the "s" stands for the strong 
convergence of p(s) ~ n:=l ®fO(Xi, ei) assumed initially, and the "w" for 
the weaker convergence at time t > 0 (for t sufficiently small) given in the 
assertion of Theorem 4.4.1 (a.e. p(8)(., t) ~ n:=l ®f(Xi, ei, t), s 2: 2); in 
other words, the left-hand side of the diagram is just a concise reformulation 
of the theorem. 

Part B of the diagram tells us what happens if we reverse velocities: of 
course, the convergence "w" is preserved in this operation. Suppose that we 
could actually "save" the "s" -convergence in column II (and hence III) of 
the diagram (we already know that the series approach from Section 4 will 
not permit this, but let us disregard this for now) . The other assumptions 
made for Theorem 4.4.1 can be seen to remain true anyway. 

We could then use Theorem 4.4.1 once more to extend the diagram to 
the right as indicated in Fig. 9. 

Because both s- and w-limits are unique, it would follow that 

(7.1) 

But the H-theorem implies that 

H(TtS**Tdo) :::; H(S**Tdo) 

= H(Tdo) < H(fo) 
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unless fo is the equilibrium solution, i.e., (7.1) is in general impossible. We 
see that the loss in convergence quality is actually necessary to explain the 
irreversible behavior of the Boltzmann equation. 

Conversely, this loss even explains why the decrease of the H-functional 
is possible. 

Let 
h(x)={x.lnx forx>O 

o for x = O. 

We define H-functionals HS(P(s») by HS(P(s») := ~ J h 0 p(s)(ZS) dzs. 
First, note that 

N 

(7.2) HN (II 0fo(xi, ~i)) = H(fo). 
i=l 

Suppose next that we have pci N) ---4 fo (in the sense of the diagram, i.e., 
pci N) and fo satisfy the hypotheses olTheorem 4.4.1) and that in addition 

(7.3) 

as N ---- 00. In view of (7.2), (7.3) can be interpreted in the sense that 
pciN) "almost factorizes" sufficiently fast as N ---- 00 (whether such "rapid" 
factorization is physically meaningful is an interesting question, but not of 
importance for our current goal). 

(7.4) 

We can set up the diagram in Fig. 10. 
and conclude that 

with strict inequality in general. The key observation here is that the effect 
of collisions and the corresponding loss of convergence quality and factor­
ization will inevitably destroy the convergence (7.3) at later times. 

We summarize the relations between the HS(p(s)( . , t)) and H(f(·, t)) 
in the following theorem. 

(4.7.1) Theorem. Suppose that p(N) is a symmetric probability density on 
phase space and that p(s) are the s-particle density distribution functions 
associated with p(N). Then 
a) H1(P(1»):s HN(P(N») with equality if and only if 
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N-OO 

liouville's 

Theorem 

> 
H - Theorem 

FIGURE 10. 

N 

H(f(·,t)) 

p(N)(Z) = II p(I)(Xi' 'i) 
i=1 

for almost all z. 
b) if p(N)-->f as N ........ 00 in the sense that for fixed sEN 

w 

IP(s)(zS)1 S; Cbse-,BL::=l(x~+e:) 

and 
8 

p(S)(ZS) ........ II f(xi, 'i) a.e. as N ........ 00, 

i=1 

then for every s HS(P(S») ........ H(f) as N ........ 00, but in general 

liminfHN(p(N») > H(f). 
N-+oo 

Proof. The very last statement was already observed in (7.4). To prove a) 
note that for x, y ~ 0, X - Y ~ Y In ~. (Set the right-hand side equal to zero 
for y = 0 and equal to -00 for y > 0, X = 0.) 

Therefore, 

N n P(1)(Xi, 'i) 
> J p(N) ( ) I i=1 d _ z . n P(N)(z) z, 
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i.e., rho p( N) (z) dz ;::: N· H1 (p(1)). Clearly, the inequality is strict exactly 
if p(N) does not factorize . 

The remaining part of b) follows from the dominated convergence the­
orem. The almost everywhere convergence of pes) (ZS) to I1:=1 f(Xi, ~i) im­
plies the almost everywhere convergence of hopes) to ho I1:=1 f(Xi'~i). To 
find a common integrable upper bound, let 

( x) - { vIx for ° :s; x :s; 1 
9 - 1 + x In x for x > 1, 

and observe that 
Ix Inxl :S; g(x). 

Therefore, 
I(h 0 p(s)(zS))1 :S; (g 0 p(s))(ZS), 

and from the monotonicity of 9 we have 

(g 0 p(s))(ZS) :S; g(Cbse-J3~)x~+e~)), 

and the function on the right is the common integrable upper bound. D 

Remarks 

1. Boltzmann3,5" already pointed out that the entropies HS(t) associated 
with the s-particle distribution functions would not have to decrease 
as long as N was kept fixed (for s = N, of course, HN (t) is constant, 
but for s < N , HS(t) could possibly undergo oscillations) , but would 
approach the strictly decreasing H(t) as N -+ 00. The proof of the last 
theorem verifies this. 

2. The function h(x) = X{x>O} . x . Inx arises quite naturally in this 
context, because, up to a possible factor, it is the only continuous 
function 'P : R+ -+ R that is differentiable for x > 0, such that 

J 'P 0 p(1)(X, ~) dx ~ :S; ~ J ... J 'P 0 p(N)(z) dz (7.5) 

for all N and for all normalized symmetric peN) E L~ for which 
the integrals on the right of (7.5) exist, with equality if p(N)(z) = 

I1~1 p(1)(Xi, ~i). We leave the proof as an exercise for the reader (see 
Problem 1). 

3. The H-functional has a suggestive physical interpretation, also dis­
covered by Boltzmann (see also Lanford 19). Let Lli , ... Llj be a fi­
nite number of nonoverlapping cells in A x R3, and let ,\6(Lli ) be the 
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volume of Lli (assumed finite). For a given (large) N, choose inte­
gers N i .. . N j such that ~{=1 Ni = N, and ask how much phase­
space volume VN in (A x ~3)N is available to phase points z with 
N <l, (z) (= N . F <l, (z)) = N i . A little combinatorics and Stirling's for­
mula (Ni! rv NiN'e- N,) shows that this volume is given by 

Therefore, for large N, 

Now, if we formally replace !ff by f<l, f(x,~) (where f is the density 
distribution function of the gas), the last sum becomes 

and this turns (formally) into - H (f) if we choose the Lli as a partition 
of Ax 3P and send the mesh of this partition to zero. 

The decrease of H (f) with time can therefore be interpreted as motion 
of the system from regions of lower phase-space volume to (more likely) 
regions with much larger volume. [Our formal argument shows that VN rv 

exp( -N H(f)).] 

Problem 
1. Prove the assertion made in Remark 2. 

Hint: Consider p(1)(x,~) = U)6 XW(,)(x,~), where W(€) is a cube of 
volume €6 in A x 3P and let p(N)(z) = n;:'l p(l)(Xi, ~i)' 

4.8 More on the Boltzmann Hierarchy 

We discuss now two related questions from Section 4.4: What happens if 
the Pci' converge, at time zero, to a nonfactorizing state? Is it possible to 
give meaning to the Boltzmann hierarchy even for nonfactorizing solutions? 

To discuss the first question, suppose that {fs}~l is a family of dis­
tribution densities, i.e., they satisfy 
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i) fs(z) ~ 0 

ii) J fs(z) dz = 1 

iii) J fs(Xl ... xs,6· ··es) dXk+l dek+l' .. dxsdes = h(Xl.· .xk,6·· ·ek) 

and assume that 
lim POs = fs 
0'-+0 ' 

for all s, uniformly on compact sets in (!R3 x !R3)~O (see the hypotheses for 
Theorem 4.4.1). Suppose also that condition ii) there is verified. Then the 
same arguments used in Sections 4.4 and 4.5 are applicable to prove (under 
suitable smallness conditions) the convergence of P:(t) to fs(t) a.e., where 
fs(t), s = 1, ... ,00 is a series solution of the Boltzmann hierarchy. 

We want to investigate the meaning of a solution to the Boltzmann 
hierarchy for general nonfactorizing states {fs(t)}~I' 

Consider first the following simple example. Let 

(8.1) 
1 2 

Mf3;(e) = (27rl1i)~ exp(-l1ie ), 

i = 1,2 be two Maxwellians at inverse temperatures 111 and 112, 111 i= 112 . 
Then 

s s 

(8.2) 9s(6 ... es) = A IT Mf31 (ei) + (1 - A) IT Mf32 (ei) 
i=1 i=1 

for A E (0,1) is a nonfactorizing state satisfying the stationary Boltzmann 
hierarchy 

(8.3) 
s 

Qs9s = 0; L ei8x;9s = 0 
i=1 

(this is obvious, because the hierarchy is linear) . 
The state expressed by equation (8.2) describes a physical situation 

in which a gas is in thermal equilibrium at inverse temperature 111 with 
probability A and in thermal equilibrium at inverse temperature 112 with 
probability 1 - A. The relevance and effective feasibility of states of this 
type in rarefied gas dynamics is not clear. However, from a mathematical 
point of view, such mixtures of states make pefect sense, and they arise 
quite naturally in the discussion of the validation of the Boltzmann equa­
tion. Therefore, it seems worthwhile to continue a deeper analysis of the 
Boltzmann hierarchy. 

The previous example suggests that solutions of the Boltzmann hier­
archy descibe mixtures of solutions of the Boltzmann equation, or, in other 
words, "statistical solutions" of the Boltzmann equation. This is indeed 
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true, as pointed out by H. Spohn 22. We explain the argument, beginning 
with the concept of statistical solutions in the case of an ordinary differen­
tial system of equations. 

Let Tt : [} ---+ [} be a one-parameter group of transformations on 
a differential manifold [}, generated by a vector field F, and f-L a Borel 
probability measure on [} that represents the indeterminacy of the initial 
value. A statistical solution of the system 

(8.4) x = F(x) 

is a map t ---+ f-Lt such that 

(8.5) 

for all smooth test functions P on [}, where 

(8.6) 

The measure function f-Lt then satisfies 

(8.7) 

To generalize these considerations to the Boltzmann equation, set [}o = 
L~ and let f-L be a probability measure on [}o. f-L is assumed to be a Borel 
measure with respect to the topology induced by the weak convergence of 
measures. We denote by [} the closure of [}o with respect to this topology. 
The Boltzmann vector field is given by 

(8.8) F(f) = -~ . ax! + Q(f, f), 

! E [}o. Statistical solutions associated with the Boltzmann equation take 
the form 

(8.9) 

where ~~ is the functional derivative of the "smooth" functional P on [}O, 

seen as a linear operator acting on [-~ . ax! + Q(f, f)]. The information 
content of equation (8.9) depends on which class of "good" functionals P, 
for which (8.9) has to be true, is chosen. A natural choice is the algebraic 
closure of the functionals of the form 

(8.10) pZ(f) = II !(x,O, 
(x,~)Ez 

Le., the factorized functionals. As 

(8.11) 
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equation (8.9) reduces to 

d 
dt/1t ( II I(x, '») = -/1t (L II I(y, 1})' . oxl(x, '») 

(8.12) (x,elEz (x,e)Ez (Y,'1l¥(x,el 

+/1t( L II I(Y,1})Q(f,f)(x,,»). 
(x,e)Ez (Y,'1l¥(x,e) 

Observe nOw that defining Is(t) by 

(8.13) 

we get a family of distribution densities satisfying i), ii), and iii). Moreover, 
(8.12) reduces to the Boltzmann hierarchy. Thus we see that any statistical 
solution of the Boltzmann equation (in the sense of (8.9), with a suitable 
family of test functions) induces via formula (8.13) a solution of the Boltz­
mann hierarchy. 

The converse is also true. Given a family of distribution densities (sat­
isfying i), ii), and iii)) there exists a Borel measure /1 On L~ for which (8.13) 
holds. This is the content of the Hewitt-Savage theorem (see, e.g., Dunford 
and Schwarz 7), which explains how a generic state can be decomposed in 
terms of pure or factorizing states. Starting nOw from a solution Is(t) of 
the Boltzmann hierarchy, by the Hewitt-Savage theorem we know the exis­
tence of a measure function /1t, which is then easily seen to be a statistical 
solution of the Boltzmann equation. 

The interpretation of the Boltzmann hierarchy is therefore that it de­
scribes the Boltzmann flow whenever there is some indeterminacy with 
respect to the initial datum 10' If 10 is not known, but only given by a 
probability distribution On no, say /10, the indeterminacy is still present 
at time t and is described by a measure function /1t satisfying equation 
(8.9), or equivalently, the distribution densities given by (8.13) satisfy the 
hierarchy. 

We return to the validation problem. If the Po s converge to a nOn­
factorizing state, this means that the sequences of m~asure-valued random 
variables 

do not converge (for /1 N almost all z) to a single distribution 1 but to a 
random variable 1 E L~, distributed according to /10, Because we have so 
little control about the Boltzmann flow, our discussion On the meaning of 
the hierarchy must remain largely formal. However, some natural questions 
concerning the hierarchy are easily answered. 

Consider 
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as the initial datum for the Boltzmann hierarchy. Suppose that I-Lo is con­
centrated on a subset of no, say fl, for which the Boltzmann flow Tt is 
well defined. We already know that fl is not empty, including, for example, 
small perturbations of the vacuum (and as we shall see in Chapters 6 and 
7, homogeneous data or states sufficiently close to the global Maxwellian 
equilibrium) . 

By defining 

fs(t) = J l-Lo(df)(Td)@S 

we realize that fs (t) is a solution of the Boltzmann hierarchy. Thus the exis­
tence of solutions of the Boltzmann hierarchy follows trivially from support 
properties of I-Lo and by a good control of the Boltzmann flow. 

Next we address the question of whether this solution is unique. This 
turns out to be a very delicate problem. Consider the following example. 
Let 

(8.14) 

be an infinite system of coupled ordinary differential equations. Assume 
that 

bj S cj. 

Then arguments similar (actually easier) to those used in Section 4.4 show 
the existence of a "unique" solution up to a small time to (inversely pro­
portional to C). This solution is unique in the class of all solutions aj(t) 
that satisfy bounds 

sup laj(t)1 S Cf 
09~to 

for some Cl < 00. However, the solution is not expected to be unique in 
a larger class of solutions. In fact, choose a function t -+ cp(t) such that 

(tt~k cp(t)lt=o = 0 and define recursively 

{ 
1· 

dj+l = J. dj 

d1 = cpo 

Then aj (t) = dj (t) and aj = 0 are two solutions of the initial value problem 
(8.14) with initial data bj = O. Of course, dj(t) must grow faster than 
exponentially in j. 

Obviously, our example is not particularly to the point. All of the 
probabilistic structure contained in the Boltzmann hierachy is lost. How­
ever, the example shows that it is certainly difficult to prove uniqueness of 
the Boltzmann hierarchy in a class of solutions larger than those satisfying 
bounds like Ii S Cj. For such solutions one can try to apply the bootstrap 
argument from Section 4.4 to get uniqueness. 
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We conclude this section by mentioning two uniqueness results on solu­
tions of the hierarchy for situations close to the equilibrium (see R. Esposito 
and M. Pulvirenti 8) and for the spatially homogeneous hierarchy (L. Ark­
eryd, S. Caprino, and N. Ianiro 2). 
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Appendix 4.A 
More About Hard-Sphere 
Dynamics 

In this appendix we sketch a proof of Theorem 4.2.1 and discuss properties 
of N - particle dynamics that are not directly relevant for the validation 
problem but are of some intrinsic interest. 

In both the derivation of the BBGKY hierarchy and the problem of 
multiple collisions of hard-sphere dynamics, we take advantage of coordi­
nates known as "special flow representation." We first explain these coor­
dinates in a general context. 

Consider a smooth divergence-free vector field F : Rn ---+ Rn, div F = 
0, and the flow generated by this field, Le., 

d 
dt'Pt(x) = F('Pt(x)) 

'Po(x) = x. 

By the Liouville theorem, this flow preserves Lebesgue measure. 
We assume the existence of a relatively compact invariant set A and a 

smooth manifold E of codimension one in Rn, such that under the action 
of the flow 'Pt all the points in A have crossed E in the past and will do so 
again in the future; see Fig. II. 

If dy denotes the surface element on E and n(y) is a normal to E at 
y, we define a measure da(y) on E by 

da(y) = IF(y) . n(y)1 dy 

[the sign of n(y) is of no importance]. Finally, we define a function a 
E ---+ R+ by 



108 Appendix 4.A. More About Hard-Sphere Dynamics 

FIGURE 11. 

a(y) = min{t > OJ CPt(Y) E 17}. 

We refer to a as a "ceiling function" for reasons that will become clear 
momentarily. 

The one-to-one mapping 

(A.l) tIt: A ~ A = {(y,t)j y E 17, 0:::; t < a(y)}, 

defined by 

x = CPt(Y), 

induces an automorphism 

tIt: (A,dx) ~ (A,dadt) 

in the sense of the measure spaces. This is a consequence of the Liouville 
theorem (see Problem 1). Fig. 12 visualizes the mapping tIt and explains 
why we refer to a as a "ceiling function." 

A major advantage of the special flow representation is that the rep­
resentation of the flow CPt becomes trivial. If tIt(x) = (y, t) and we define 
T : 17 ~ E by Ty = CPO/(y)y, then 
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t ------ (y, t) 

y 

FIGURE 12. 

{ 
(y, t + s) if t + s < a(y) 

!li(cps(x)) = ~~~' t + s - a(y) if t + s - a(y) < a(Ty) . 

The mapping T : E ~ E has the property to be <T-preserving (see 
Problem 2). 

We can now prove that the set B of all points crossing E infinitely 
many times in a finite time interval has zero Lebesgue measure. To this 
end, let 

<Xl 

EB = {y E E; La(Tky) < oo}. 
k=l 

Then 
!li(B) = {(y, t); y E EB , 0::; t < a(y)}, 

and 

r dx = r d<T(Y) r(Y) dt = r d<T(y)a(y). 
lB lEB 10 lEB 
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For a > 0, consider the set 

00 

EB(a) = {y E E B; L a(Tky) > a}. 
k=l 

This set must have a-measure zero: Otherwise, by the Poincare recurrence 
theorem (which applies to our situation because aCE) < 00 and T is mea­
sure preserving) , for almost all the points y E 17 B, Tny would have to return 
to EB(a) infinitely often, and this would contradict the convergence of the 
series L:::~l a(Tky). As a consequence a(EB(a)) = 0, hence a(EB) = 0, 
and finally B has Lebesgue measure zero. 

We next begin to apply these concepts to hard-sphere dynamics. Con­
sider N hard spheres in a domain A, which, for simplicity, we assume to be 
a three-dimensional torus. In order to be able to work in a compact space, 
we restrict our attention to the subset rE of phase space defined as the set 
of all phase points having (kinetic) energy less than the fixed value E : 

The set rE will be invariant under the flow (which we still have to con­
struct) . 

Notice that in this situation we have no collisions with the boundary. 
Also, we can safely disregard triple collisions: The set of all phase points for 
which at least three particles are in contact is a manifold of codimension 
two, and therefore the set of all phase points leading to multiple collisions 
in the past or in the future has codimension one and is of measure zero. 
Therefore, to construct an almost everywhere defined flow, all we have to 
prove is that all phase points leading to infinitely many collisions in a finite 
time interval have measure zero. 

We prove this by using, as above, the special flow representation and 
the Poincare recurrence theorem. Let 

and 
17+(-) =UiU#iFi~(-) . 

17+ and 17- are those phase points in rE for which there are two particles 
in contact in ingoing or outgoing configuration respectively. 

There is a natural mapping 

R: 17- --+ 17+ 

that is defined by transforming the ingoing velocities ~i , ~j into the out­
going velocities ~: , {j. All the functions we consider are continuous along 
trajectories, such that y E 17- and Ry E 17+ are essentially the same point 
in phase space. If y E 17+, let a(y) be the first time at which there is a new 
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collision. Then C{Jo.(y) E E- (here, C{Jt denotes the free flow). We define the 
mapping T : E+ ~ E- by 

Ty = R-1C{Jo.(y) (y). 

T is not defined on those points leading to no collisions in the future (a(y) = 
(0), but for such points there is no problem in defining the flow globally for 
all future. 

According to the previous definition, we introduce a measure da on E, 
whose restriction onto FS is 

da = dXl ... dXj_1dxj+l .. . dx Nd6 ... df,NdYijnij . (~i - ~j), 

where nij = I\~: =~~ !I and dYij is the surface element over the sphere of 
radius a centered in Xi. 

As before, we represent the points of X E rE that experienced at least 
one collision in the past as a pair (y, t), where x = C{Jt(Y), Y E E+, t < a(y). 
In the special flow representation, the Lebesgue measure becomes dadt. 

The Poincare recurrence theorem is applicable to our situation because 
a is invariant for the flow. The theorem implies that 

00 

a{y E E+; L a(Tky) < oo} = 0, 
k=l 

and from this we conclude that phase points leading to infinitely many 
collisions in a finite time interval must have Lebesgue measure zero. 

The cases of reflecting boundary conditions and A = ~ can be treated 
similarly. After this construction, the statement of Proposition 4.2.5 is im­
mediate. 

The existence of the dynamics of a finite hard-sphere particle system 
was first established by Alexander1 . Another proof that the set of phase 
points leading to infinitely many collisions in finite time has measure zero 
was given by Uchiyama 25. The ideas of the proof presented here are due 
to Marchioro et al. 20 

With the results and methods now at our disposal, we can show yet 
another interesting property of a hard-sphere particle system in all space, 
namely, the existence of a last collision. Following a proposal by Sinai, L. 
Vaserstein 26 proved this result in 1978. The proof we present here is taken 
from Refs. 12 and 13. 

The collision transformation has yet another useful property. Let 

X(t) ° xO(t) 
e(t) = Ilx(t)II' e (t) = IlxO(t)II' 

where x(t) = Ttx, xO(t) = TJx are here the spatial components of the 
interacting and free flow phase points at time t respectively. 
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(A.I) Lemma. 

1. o( ) ~(o) 
t2.~ e t = II~(O)II 

if ~(O) f:. O. The angle between XO(t) and ~O(t) = ~(O) is decreasing. 

Proof. Exercise. Draw a figure! 

We now show that e(t) also has a limit as t -+ 00 . To this end, we 
investigate the sum of angles through which e(t) turns in between collisions. 
If we abbreviate var;=oe( t) for this sum, then clearly var;=oe( t) = 2::i=o 'Yk, 

where 'Yk is the angle through which e(t) turns between the kth and the 
k + 1st collision instants in [O,T]. However, 'Yk = 13k - Ok+l, where 13k is 
the outgoing angle between x(t), ~(t) at the kth collision instant and Ok+! 

the ingoing angle between x(t) and ~(t) at the k + 1st collision instant (see 
Fig. 13). 

origin 

FIGURE 13. 

with collision 

without 
collision 

Let tk be the kth collision instant. One or several collisions occur at 
tk, and we denote by ~-(tk) ; ~+(tk) the vectors of pre- and post-collisional 
velocities, respectively. By direct inspection, we see that the condition n . 
(~i - ei) > 0 (for an ingoing collision) is equivalent to 
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and as II~-(tk)!! = 1I~+(tk)1I (by energy conservation), this implies that 
Ok > 13k. Therefore, 

j j 

var;=oe(t) = 'L rk = 'L(f3k - Ok+!) 
k=O k=O 

j 

:::; 'L(f3k - f3k+l) = 130 - f3j+! ::; 130 :::; 7r 

k=O 
(130 is the angle between x and ~ at time 0, and OJ+! = f3i+l is the angle 
between x and ~ at time T). 

We have proved the following. 

(A.2) Lemma. var;=oe(t) :::; var~oeO(t) < 7r. In particular, there is an 
e E S3N-l such that limt-+oo e(t) = e. 

(A.3) Theorem. If z is such that rtz never leads to a multiple collision for 
t > 0, then there is a time t* (z) < 00 such that there are no collisions at 
all after t*(z). 

Proof. First, we remark that if Tt z leads to infinitely many collisions in a 
finite time interval, then there must be a multiple collision at a cluster point 
of the collision instant. Hence this situation is ruled out by assumption. By 
Lemma 4.2.2 we can choose coordinates such that L ~i(t) = L Xi(t) = O. 
The case II~(O)II = 0 is trivial, so let us assume that II~(O)II =1= o. Lemma 
4.2.3 then implies that IIx(t)1I -+ 00, and L Xi(t) = 0 is equivalent to 
x(t)l.H, where H = {(hI,' oo,hN) E ~N,hi = hj,i,j = 1, ... ,N}. 

We proceed by induction. The assertion is clearly true for N = 2. 
Assuming that it is true for all particle numbers strictly less than N, all we 
have to show is that after finite time the system will break up into at least 
two noninteracting clusters. 

Suppose this is wrong; label the particles 1, . . . , N and connect the 
vertices i and j by an edge (i, j) exactly if the particles labeled i and j 
have infinitely many collisions with each other. This defines a graph G that 
is connected exactly if the system does not break up into noninteracting 
clusters. 

Consider an edge (i , j) in G. By definition, there is a sequence tk -+ 00 

such that 
!Xi(tk) - Xj(tk)! = a 

( ! . ! denotes the Euclidean norm in ~) for all k, i.e., 

. I Xi(tk) Xj(tk) I! ! 
}:.~ IIx(tk)1I - IIx(tk)1I = ei - ej = O. 

It follows that ei = ej if (i,j) E G. If G is connected, we conclude that 
ei = ej for all i, j, i.e., e E H . However, this contradicts x(t)l.H and 
IIx(t)1I -+ 00. The proof is complete. 0 
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Problems 

1. Prove the identity 

1 = ll a
(Y) dtf(lJrl(y, t)), 

where tJt is defined by (A.1). 

Hint: Use the Liouville theorem to prove that the Lebesgue measure 
of the "tube" tJt-l(A x [0, to)), where AcE is a measurable set and 
to < infYEA a(y), is a(A)to. 

2. Prove that the map T is a-preserving. 
Hint: Use the Liouville theorem. 



Appendix 4.B 
A Rigorous Derivation of the 
BBGKY Hierarchy 

Here, we want to prove Theorem 4.3.1. As in Section 4.3, we write 

p(s)(ZS,t) = J P(zS,zN-S,t)dzN- s 

where P(', t) is defined by (3.5). As for Po, we make assumptions 1 and 2 
from Section 4.3. 

Also, we introduce a class of test functions Cf. which is the family of 
functions Us of 68 variables such that Us E LOO and such that t ........ us(TtzS) 
is differentiable for almost all Zs, with a distributional derivative in Loo. 

We will make use of the special flow representation introduced in Ap­
pendix 4.A. 

Proof of Theorem 4.3.1 
Step 1: The special Bow representation. The following special coordinates 
are well suited to the problem. Fix 8 < N, and let 

FS(-) = {z E r;IXi - xjl = a, (Xi - Xj) ' (~i - ~j) > O( < On 

(for some i E {i, ... ,8}, j E {8 + 1, ... ,N}), be the set of all phase points 
that display an outgoing (ingoing) collision between the particles with labels 
i,j. Let 

S N 
F+(-) = U U F+(-) 

'tj , 
F=F+UF-. 

i=lj=s+l 

Elements of F+(F-) will be referred to as outgoing (ingoing) "8-interacting" 
states. 
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We split r into two disjoint sets: r = roo U T, where roo = 
{(ZS, zN-S) ;Ttz = (Ttzs , TtzN-S) for all t E !R} is the set of all phase 
points that never pass through an s-interacting state, and T = r - roo are 
the phase points that do. The special flow representation is a representation 
of T. We split F+ into four disjoint subsets as follows. 

Fd : = {z E F+; T-tz ¢ F+, Ttz ¢ F- for all t > O}, 

Ft : = {z E F+; T- t Z ¢ F+ for all t > 0, 

but there is an r > 0 such that T r z E F-}, 

Fi : = {z E F+; there is at> 0 such that T-tz E F+, 

and there is an r > 0 such that T r z E F-} . 

The smallest possible r in the definitions of Ft, Fi will be denoted 
by D:i(Z), i = 1,2. We set D:o(z) = D:3(Z) = 00. 

Ft := {z E F;+ there is at> 0 such that T-tz E F+, 

but Trz ¢ F- for all r > O}. 

This decomposition of F+ induces a natural partition of T by 

and 

To : = {z E T; z = Tty for some y E Fd and some t E (-00, oon, 
T1 : = {z E T; z = Tty for some y EFt, some t E (-00, D:1(y)n, 

T2 : = {z E T; z = Tty for some y E Fi, some t E [0, D:2(y)n, 

T3 : = {z E T; z = Tty for some y EFt, some t E [0, oon. 
The mapping 'l/J : (y, r) -+ Try, defined on 

(Fd x!R) U {(y,r); y EFt, r E (-00, D:1(y)n 
U{(y, r); y E Fi, r E [0, D:2(y)n U (Ft x [0, 00)), 

with values in T, is then one to one, measurable, and has a measurable 
inverse. We extend 'l/J to F+ x!R by 'l/J(y,r) = Tr(y). 

Let 10 = 11 = -00, 12 = 13 = O. Then, for f E L1(T), 

3 J f(z) dz = L J f(z) dz 
- ,=0 -r ri 

3 O<i(Y) 

= ?= J J f('l/J(y,r)) dr da+(y) . 
• =0 F+ 'Yi . 
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The measure da+ is defined on F+ and involves the Jacobian determinant 
of the transformation '1/;. On Fit , da+ is 

(B.1) 
da+ = dzs dXs+l ... dXj_ldxj+l'" dXN ~s+1'" d~N dYijnij . (~i - ~j) 

with nij := I~;:::~~I . dYij denotes the Lebesgue measure on the sphere with 
radius a and center Xi, and dz8 denotes Lebesgue measure on rs . 

(B. 1) is a special case of the measure da(y, .), which we introduced 
and described in Appendix 4.A; here we verify its form in detail. It is 
enough to study a two-particle phase point z = (Xll 6, X2, 6), because 
only pair collisions are being considered. Suppose that z = 'I/;(y, r), where 
Y = (Yl, Yl +na, 6, 6) is in outgoing collision configuration (n · (6 -6) > 
0). We have Xl = Yl +r6, X2 = Yl +na+r6. The Jacobian determinant 

I o(~~r) I is a 12 x 12 determinant (six variables are needed to describe a 

particle), but the only nontrivial part comes from the spatial components. 
We can write 

Q:£1. 
on 
~ on 

Q:£1.1 or 
~. 

or 

Let n = (sin ¢ cos 0, sin ¢ sin 0, cos ¢) and let D be the matrix 

C~X2 8X2). 
8¢' 80 ' 

then 

1 0 0 0 
0 1 0 0 

I dz I 2 
0 0 1 0 

8(y,r) = a 1 0 0 cos¢cosO 
0 1 0 cos¢sinO 
0 0 1 - sin¢ 

1 0 0 0 0 
0 1 0 0 0 

= a2 0 0 1 0 0 

0 D 

= a 2 • sin¢n12 . (6 - 6) 

[compare with (B.1)]. 

0 ~11 
0 ~12 
0 63 

- sin¢sinO 61 
sin¢cosO 62 

0 63 

~11 
62 
63 

61-~11 
62 -62 
63 - ~13 

The right-hand side of (B.1) also defines a negative measure on F-, 
which we denote by da- . 
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Step 2: The BBGKY hierarchy. Now, multiply the solution P(z, t) of the 
Liouville equation by a test function Us E Cf. (us depends only on ZS) and 
calculate 

! J us(z)P(z, t) dz 

t 

3 ai(Y) 

= !?= J J us('IjJ(y,r)Po(T-t('IjJ(y,r))) dr da+(y) . 
<=OF+ "Ii , 

But Po (T-t('IjJ(y, r))) = Po('IjJ(y, r - t)); after substituting T = r - t, we 
find 

3 ai(y)-t 

! L J J Us ('IjJ(y, t + T))PO('IjJ(y, T)) dT da+(y) . 
<=0 F+ "Ii-t , 

The function t --+ us(rtz) is in general discontinuous at an 8-interaction, 
because Us does not depend on the last N -8 particles. Therefore Us ('IjJ(y, t+ 
T)), T E hi - t, O'.i(Y) - tj, can "jump" at T = -to To take account of these 
jumps, we split the inner integrals for Fet and F:{ at -t and differentiate. 

! L CZ + J) u.(,p(y, t + T))P,(,p(y, T)) dT du+(y) 

o 

= - J Us ('IjJ(y, O-))P('IjJ(y,O),t) da+(y) 

Fit 

+ J Us ('IjJ(y, O+))P('IjJ(y,O),t) da+(y) 

Fo+ 

(B.2) + L (1' + 1) ! u.(,p(y, T + t))p.(,p(y, T)) dT du+(y). 

o 

! £ (1' + or') u. (,p(y, t+ T) )p. (,p(y, T)) dT du+ (y) 

= - J us· P('IjJ(y, 0'.1, (y)-), t)dT da+(y) 

r; 
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+ J [us (7/J(y, 0+)) - Us (7/J(y, O-))]P(7/J(Y, 0), t)dT da+(y) 

F+ 
1 

Ol(y)-t 

(B.3) + J J ! Us (7/J(y, t + T))PO(7/J(y, T))dT da+(y). 

Ft -00 

No splitting is necessary for Fi and Ft. By direct differentiation, we get 

02(y)-t 

:t J J Us (7/J(y, t + T))PO(7/J(y, T)) dT da+(y) 
p+ -t 

2 

= - J [Us (7/J(y, cx(y)-))p(7/J(y, CX2(y)), t) 

Fi 

-Us (7/J(y, O+))P(7/J(y,O),t)] da+(y) 

02(y)-t 

(B.4) + J J ! Us (7/J(y, t + T))PO(7/J(y, T)) dT da+(y) 

and 

Fi -t 

00 ! J J Us (7/J(y, t + T))PO(7/J(y, T)) dT da+(y) 
p+-t 

3 

= J Us (7/J(y, O+))P(7/J(y,O),t) da+(y) 

Fi 

(B.5) + J 17 ! Us (7/J(y, t + T))PO(7/J(y, T)) dT da+(y) 

Fi 
We collect all the boundary terms in these equations that correspond to 
limits from below: 

-J (us' P)(7/J(y, 0-), t) da+(y) 

F: 
-J (us' P)(7/J(y, CXl(y)-), t) da+(y) 

Ft 
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(B.6) 

-J (us' P)('I/J(y, 0-)), t) dO'+(y) 

Ft 

-J (us' P)('I/J(y,a2(y)-), t) dO'+(y). 

Fi 

F- can be split in analogy to the partition of F+; in fact, this partition is 
already given by the integration variables in the various terms in (B.6). For 
example, {(y, 0-); Y E Fft} corresponds bijectively to the set of all ingoing 
s-interactions such that {Tty; t E 3?} contains exactly one such interaction, 
{(y, a1 (y)-); y EFt} corresponds to those ingoing s-interactions that 
have seen exactly one s-interaction before, {(y, 0-); y EFt} corresponds 
to those that are first s-interactions but not last ones, and { (y, a2 (y) - ); Y E 

Fi} corresponds to those that have seen at least two s-interactions in the 
past. 

Therefore, (B.6) is equal to 

(B.7) J (us' P)('I/J(y, 0-), t) dO'-(y). 

F-

The other boundary terms in (B.2- B.5) add up to 

(B.8) J (us' P)('I/J(y, 0+)) dO'+(y). 

F+ 

If we add (B.7) and (B.8) and use (B.l), we find 

s N 

(B.9) L.L J us(ZS)P(X1 .. . Xi ... Xj-1YjXj+1 ... XN,6···f.N) 
0=1 3=s+1 F;; 

dz 8 dXs+1 ... dXj_1 dXj+1 ... dXNdf.s+1 ... df.N dYij . nij . (f.j - f.i) . 

By assumption, we know that PC, t) is dO'+(dO'-) almost everywhere de­
fined on F+(F-). Hence ps+1(XI,"" Xs, Xi - nO', f.i,' " ,f.s+1) is almost 
everywhere defined with respect to dzs dYi,s+1 df.s+1, and because of the 
symmetry assumption, we rewrite (B.9) as Jus(ZS)(Q~+1ps+1)(ZS, t) dzs. 
The remaining terms in the identities (B.2-B.5) add up to 

3 a;(y) 

L J J Dr[us('I/J(y, r))]P('I/J(y, r), t) dr dO'+(y), 
0=0 F,+ "/; 

where Dr[us('I/J(y, r))] is set equal to zero at discontinuity points. 
If z = 'I/J(y, r), let .csus(z) = Dr[us('I/J(y, r))]. We can then write 
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:t j us(ZS)PS(ZS, t) dzs 

= ! j us(z)P(z, t) dz + ! j us(z)P(z, t) dz 

t 

= ! j us(T;zS)Po(z) dz + ! j usP(z, t) dz 
r~ t 

+ j us(zS)(Q~+1pS+1)(ZS, t) dzs 

= j(l.:sUs)(ZS)PS(ZS, t) dzs + j us(ZS)(Q~+1pS+1)(zS, t) dzs. 

Step 3: Uniqueness and the BBGKY hierarchy in mild form. We have 
so far established that the s-particle distribution functions PS(., t) satisfy 
a weak version of the BBGKY hierarchy equations, namely, 

(B.IO) ! j us(ZS)PS(ZS, t) dzs = j(.Csus)(ZS)PS(ZS, t) dzs 

+ j us(zS)(Q~+1pS+1)(ZS, t) dzs. 

Now we prove that the P S (., t) are the only solutions of (B.IO) for the 
given initial data such that t -+ PS(T;zS, t) is continuous for almost all 
ZS. Clearly this is true for p N (. , t) = PC· , t), which is just the solution of 
the Liouville equation. Suppose then that ps and PI are two solutions of 
(B.IO) such that pN =: prj we consider s = N - 1, and set h(zN-l, t) = 
(pN- 1 _ pf-1)(zN-1, t). Then h satisfies 

!i ju (zN-1)h(zN-1 t) dZ N- 1 
dt N-1 , 

for all UN -1 such that t -+ UN -1 (TJv -1 zn-1) is differentiable. Choose 
a family of test functions UN_1,-r(zN-1), defined by UN_1,-r(zN-1) = 
UN_1(TiV:1ZN-1), then 
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(B.ll) ! J UN_l ,t(zN-l )h(zN-l, t) dzN- 1 

= J (£N_IUN_l ,t(zN-l))h(zN-l, t) dZN- 1 

+ J ! [UN_l,t(zN-l)] h(zN-l , t) dZ N- 1 = 0, 

because 
d 
dt [UN_l,t(zN-l)] = -£N_IUN_l,t(zN-l). 

(B.ll) implies that h(zN-l, t) = 0 almost everywhere. 
The continuity of t -+ pN-l(TJv_1zN-\ t), p{,,-l( .. . , t) almost ev­

erywhere implies that (QN_lh)(zN-2, t) = 0 for almost all zN-2; by re­
peating the argument, we see that pN-2(zN-2, t) = p{,,-2(zN-2, t) almost 
everywhere, etc. 

The proof that the s-particle density functions PS(ZS, t) actually sat­
isfy the continuity t -+ PS(T!zs, t) is a simple consequence of assumptions 
3 and 4 on Po. The details are left to the reader (see Problem 2). 

Finally, we note that the family of functions PS( . , t)(s = 1, ... , N) 
defined by (4.7) is a solution of the BBGKY hierarchy in the weak sense; 
because the sum in (4.7) is actually finite, it follows that t -+ PS(T;zS, t) is 
absolutely continuous for almost all zS; by the uniqueness just proved, the 
p(s) given by (4.7) must coincide with the s-particle distribution functions, 
and by the absolute continuity of t -+ PS(T;zS, t), it follows that the s­
particle distribution functions satisfy the hierarchy equations in the mild 
sense. The proof is complete. 

Problems 

1. What is the special flow representation in the case N = 2, s = I? 
2. Show that hypotheses 3 and 4 on Po imply that t -+ PS(T!ZS,t) is 

continuous for almost all zS. 



Appendix 4.C 
Uchiyama's Example 

We now present an example of a discrete velocity Boltzmann equation for 
which the rigorous validation from Section 4.4 fails. The example was dis­
covered by Uchiyama 25 in the mid-1980s and was, at the time, a shattering 
blow to attempts of rigorously deriving discrete velocity models from hier­
archy equations. 

Discrete velocity models of the Boltzmann equation were introduced 
to get analytically more tractable equations 9 and to be able to get explicit 
solutions for physically interesting situations 4 . For a detailed discussion of 
the subject, we refer the reader to Refs. 9 or 16. 

The particular example we focus on is known as the four-velocity plane 
Broadwell model. Consider a gas of two-dimensional "hard diamonds" of 
diagonal length a > ° (see Fig. 14), each of which can move with one of 
the four admissible velocities 

6 = (1,0), 6 = -6, 6 = (0,1), e4 = -6· 

The one-particle distribution density function pl(x,e,t) takes the form 

4 

pl(x,e,t) = LP/(x,t)8de)' 
i=l 

such that Pl(x, t) is the density function describing only the particles that 
move with velocity ei. 

It is useful to visualize the collision laws between the particles by means 
of the diamond shapes. Two types of collisions are possible, as depicted in 
Figs. 15A and 15B. 
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o 
-a-

FIGURE 14. 

FIGURE 15A. Pre- and post-collisional configurations for collisions of type 1. 

Collisions of type 2 amount to velocity exchange between the particles. 
In the limit a -+ 0, these collisions become indistinguishable from non­
collisions and are expected to make no contributions to the collision term 
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FIGURE 15B. Pre- and post-collisional configuration for a collision of type 2. 

[as is clearly visible in (C.l)J. This holds actually rigorously. Collisions of 
type 2 are not the reason for the pathology we want to explain. 

Formally, it is expected that in the Boltzmann-Grad limit N --+ 00, 

0- --+ 0, No- --+ a (we have a two-dimensional gas) the BBGKY hierarchy 
for this system of particles turns into the Boltzmann hierarchy associated 
with the discrete velocity equations 

(C.l) 

(at + ox)!1 = c(hf4 - !1h) 
(at - ox)h = c(hf4 - !1h) 
(at + oy)h = c(!1h - hf4) 
(at - Oy)f4 = c(!1h - hf4). 

The correlation functions 

4 

p(s)(ZS, t) = L pt~ .. ,i.(Xl"" ,xs, t) Deil (6) Dei2 (6)··· Dei. (~s) 
it , ... ,is=l 

satisfy a hierarchy of equations much like the BBGKY hierarchy for hard 
spheres. We need some notation to write it down. 

Let A be the diamond with vertices (±1,0) and (0, ±1). Particles at x 
and yare, by definition, in a collision configuration if 

1 
1:= -(y - x) E oA\{(±I, 0), (0, ±1)}. 

0-

(We disregard what happens in measure zero situations like I = (1,0); see 
Fig. 16.) 
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FIGURE 16. 

Let ~ be the velocity of the particle at x, 'f} the velocity of the particle 
at y. A collision will change the velocities ~, 'f} only if l . ~ > 0 and l . 'f} < 0 
(see the examples in Fig. 17). 

FIGURE 17 A. Collision with change of velocities. 

-<>0-
FIGURE 17B. Collision with change of velocities. 

Let i denote the counterclockwise rotation by ~ in ~2 [e.g., i(l,O) = 
(0,1)], then the post-collisional velocities e, 'f}* are given as follows: 
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FIGURE 17C. Collision without change of velocities. 

c = i~, 1/* = i1/ if ~ . 1/ = -1 and I . (i~) < 0 

( = -i~, 1/* = -i1/ if C 1/ = -1 and I . (i~) > 0 

(C.2) (see Fig. 17B) 

C = 1/, 1/* = ~ if ~ . 1/ = 0 

(velocity exchange, see Fig. 17C) 

We will not use these explicit formulas in the sequel and gave them only for 
the sake of completeness. (C.2) will, of course, be referred to as the collision 
transformation for the present context. In a slight abuse of notation, we 
use T; (as in Sections 4.3 and 4.4) to denote now the evolution group for a 
system of s "flat hard diamonds." The BBGKY hierarchy becomes, in mild 
form, 
(C.3) 

p(s)(ZS,t) = pciS) (Ts-tzS) + (N - s)a lot (C~+1p(S+1))(TS-(t-tl)zs,h)dtl 

with 

(C.4) 

(C~+1p(s+1))(ZS,tl) = v'2tl f 
k=l 1/ lIEoA(1/,f,k) 

{p(S+1)(Xl,"" xs, Xk - 0'1; 6, · ··, ~k"'" ~S, 1/*; td 

- p(S+1)(Xl,' .. , XS, Xk + 0'1,6,· . . , ~k" . . ,~, 1/; t)}dld1/ 

with 8A(1/,~) = {I E 8A; 1'1/ > 0 and I . ~ < O}. 
Notice that we have in the collision integral already distinguished be­

tween in- and outgoing configurations. Assuming as usual continuity of pciN) 
along N - trajectories, one can equivalently write 
(C.5) 

11 p(s+1)(Xl,'" ,Xs,Xk + 0'1,6,··· '~k " " ,~s,1/;t)dld1/. 
1/ 1,-IEoA(1/,f,k) 
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The expression (C.5) reduces to (C.4) by rewriting the part where -I E 
8A(17, ~k) - the outgoing configurations- in terms of ingoing configura­
tions. 

We can now show why a derivation like the one done in Section 4.4 
must fail for Eqs. (C.1). We use the notation from Section 4.4, but it is 
understood that T; and C;+1 represent the flow and collision operator in­
troduced in this appendix. 

Let s = 1 and consider the series solution to the hierarchy given in 
(C.2- 4). We demonstrate that step 1 in the proof of Theorem 4.4.1 fails for 
n = 3 (i.e., three particles are adjoined in the process). Spelling out (4.14) 
for this situation, we find 

1 2 3 

(N - l)(N - 2)(N - 3)0'3 L L L 

where 
y4 = T- t 3 (y3 U zk3 ) 

U 1,3 
y3 = T t3- t 2 (y2 U zk2 ) 

U 1,2 
y2 = T t2-t , (y1 U Zkl ) 

U 1,1 
yl = T;,,-t z , 

or, in one formula, 

y4 = T-t3 (Tt3-t2 (Tt2 -t, (Ttl -t Z U zk, ) U zk2 ) U zk3 ) . 
u u u u 1,1 1,2 1,3 

Recall the meaning of all the indices: If k2 = 1, then the notation zt 2 means 
that zt 2 denotes position and velocity of the second particle, which gets 
adjoined in the process, and it is adjoined to the particle whose coordinates 
are listed in first position. 

For the model under consideration, it is true that there are choices z:\ , 
Z:~2 and Z:~3 of positive measure, such that on a subset of positive meas~re 
of the three-dimensional simplex 0 ::::: h ::::: t2 ::::: tl ::::: t 

y4 ~ y;4 = T.- t3 (T.t3-t2 (T.t2-il (T.il -t z U zk1 ) U zk2 ) U zk3 ) 
-,--. 0 0 0 0 0 1,1 1,2 1,3 

as 0' ---+ O. 
To see this, consider a particle with label 1 in position x, moving with 

velocity (0,1) at time tj so z = (x,6) (see Fig. 18). 
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FIGURE 18. 1) The particle represented by z. 

FIGURE 19. 2) yl U Zt,l. 

FIGURE 20. 

At time t-tl earlier, the particle has coordinates T;l-tz , and particle 
2, with coordinates zi 1 = (x - (t - tl)6 + aI, ~4) is adjoined (k1 = 1) (see 
Fig. 19). ' 

In precollisional configuration, the configuration from Fig. 19 is as in 
Fig. 20, 
and at time tl - t2 earlier this was the configuration y2, to which particle 
3 with coordinates zi 2 (k2 = 1) is adjoined (see Fig. 21) . , 
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FIGURE 21. 4) y2 U Zt,2' 

At time t2 - t3 earlier, particle 4 gets adjoined, with coordinates Zr,3 
(k3 = 2) (see Fig. 22). 

FIGURE 22. 5) y3 U Z?,3' 

Up to this level, the convergence 

is true as a ~ 0 because there are no collisions other than the ones described 
via the adjoinment of particles. However, if we apply the operator T;;t3 to 
the situation in Fig. 22, we have a positive probability of an encounter 
between particles 3 and 4, i.e., at time t3 earlier we have the situation in 
Fig. 23. 
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FIGURE 24. 

In contrast, To- t3 (y3 U Zf,3) would be the configuration in Fig. 24, 
(particles 3 and 4 ignore each other), and it is clear that step 1 from the 
proof of Theorem 4.4.1 is not true. Notice that this happens no matter how 
small a is. 

The pathology clearly arises from the discrete velocity structure in the 
considered model. If the adjoined particles can have any velocity and the 
velocity distribution is absolutely continuous, then the probability of an 
earlier collision between particles 3 and 4 becomes negligible in the limit. 

We emphasize that the difficulty arises on the level of the BBGKY 
hierarchy for flat diamonds. Notice that the adjoinment of particles in the 
construction was, for the particles labeled 3 and 4, done in ingoing con­
figurations. Therefore, the picture does not depict a real evolution; for a 
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real evolution, the particle with label 2 would emerge with velocity (1,0) 
from the encounter in 5). The point is that this encounter only happens 
with a certain probability, and ditto with all the other encounters in the 
construction. The probability to find our first particle in state z at time t is 
influenced by the compulsive earlier collision between the possible collision 
partners labeled 3 and 4; this is the problem. 

We know of no real particle evolution, with continuous or discrete ve­
locity distribution, in which this recollision phenomenon occurs with a non­
negligible probability. However, as pointed out by Uchiyama, particles en­
gaged in a collision of type 2 have a positive probability to recollide, as 
demonstrated in Fig. 25. 

FIGURE 25. 

However, as pointed out before, these collisions become in the Boltz­
mann-Grad limit indistinguishable from noncollisions. 

We note that the problem of recollisions could be avoided by "adding 
noise" to the system. For example, a particle system with four velocities in 
a lattice, subject to a suitable stochastic process, yields, in the right scaling 
limit, the Broadwell equations (C. 1). See Ref. 6. 

As a final remark, we note that the pathology occurring in the discrete 
velocity models must be related to the following simple mechanical fact. The 
outgoing configurations in a diamond collision are completely determined by 
the incoming velocities, whereas in the hard-sphere case one has to specify 
the impact parameter n, which is closely related to the relative position of 
the two particles at the instant of collision. 



5 
Existence and Uniqueness Results 

5.1 Preliminary Remarks 

Existence and uniqueness theorems play a very central part in the theory 
of partial differential equations, particularly in the context of mathemati­
cal physics. The well-posedness of a Cauchy or boundary value problem is 
of tantamount importance for the physical interpretation and/or practical 
application of the equation under consideration. For instance, numerical 
calculations become a touchy business in the absence of uniqueness or con­
tinuous dependence on the data, and the function spaces in which existence 
theorems can be proved usually contain intrinsic useful information about 
the solutions. Moreover, having in mind that the Boltzmann equation is 
a schematization of the reality (described at a more detailed level by the 
Newton laws) expected to be valid only in the asymptotic regime when a 
gas is extremely rarefied, a good existence theorem for the solutions of such 
an equation is, at least, the first check of the validity of the mathematical 
model under investigation. 

By the well-posedness of the initial value problem (IVP) for the Boltz­
mann equation we mean the construction of a unique nonnegative solution 
preserving the energy and satisfying the H-theorem, from a positive initial 
datum with finite energy and entropy. However, for general initial data, it 
is difficult, and until now not known, whether such a well-behaved solution 
can be constructed globally in time. The difficulty in doing this is obvi­
ously related to the nonlinearity of the collision operator and the apparent 
lack of conservation laws or a priori estimates preventing the solution from 
becoming singular in finite time. 
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A complete validity discussion for the Boltzmann equation will auto­
matically contain existence and uniqueness results. Consequently, by the 
discussion in Chapter 4, we already have some existence and uniqueness 
theorems (we will revisit these in Section 5.2). Unfortunately, a validity 
proof involves several hard additional steps beyond existence and unique­
ness, like estimates for the BBGKY hierarchy. Therefore, the Boltzmann 
equation has been validated rigorously only in the few simple situations we 
discussed in Chapter 4 (locally in time and globally for a rare gas cloud in 
all space). 

Existence (and in some situations uniqueness) of solutions to the 
Cauchy problem is known for a much larger variety of cases, and it is our 
purpose in this chapter to present these results. 

The state of the art of the global existence theory for the Boltzmann 
equation can be summarized as follows: 

1. The homogeneous equation 
When the distribution function of a gas is not depending on the space 

variable, the equation is considerably simplified. The collision operator is 
basically Lipschitz continuous in Lt and the equation becomes globally 
solvable in time. Moreover, uniqueness, asymptotic behavior, and a theory 
of classical solutions have been established. The theory for the spatially 
homogeneous Boltzmann equation began in the early 1930s (see Section 5 in 
Chapter 6 for references) and can be considered rather complete. However, 
the validation problem is hard and open. We present the homogeneous 
theory in Chapter 6. 

2. Perturbations from Maxwellian equilibria 
If the solution is initially sufficiently close to a Maxwellian, it is possible 

to prove that a solution can be constructed globally in time, and we have 
uniqueness and asymptotic behavior. The approach is based on the anal­
ysis of the linearized Boltzmann operator, which leads us to a differential 
inequality of the type 

d 2 
dt Y ::; -ky + y 

where y = y(t) is some norm of the deviation of the solution from the 
Maxwellian and k is a positive number. Therefore, if y(O) is sufficiently 
small, we can control the solution for all times. As we said, the basic in­
gredient is good control of the linearized Boltzmann operator. This theory 
will be discussed in Chapter 7. 

3. Perturbations from vacuum 
This case has already been discussed in Chapter 4 and will be revisited 

in the next section, together with the local existence theory. 

4. Solutions with small gradients 
If the initial value is close to a homogeneous distribution, a solution 

starting from it can be constructed globally in time. Uniqueness and asymp­
totic behavior can also be proved. The main ingredient in proving such a 
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result is good control of the solutions of type 1 and 2. The main idea will 
be explained in Chapter 7, Section 7. 

Except the first one, all these results are of a perturbative character. 
The knowledge of particular solutions helps to construct other solutions 
close to the original ones. The general IVP is poorly understood, although 
a significant and somewhat unexpected step was done in the late 1980s. 

5. Solutions for general Lt data with finite energy and entropy 
We will illustrate this result. Consider a regularized version of the 

Boltzmann equation for which we have conservation of mass and energy 
and the H-theorem. Denote the solutions by f'(t). Here, E is the regular­
ization parameter for which the solutions formally converge to a solution 
of the Boltzmann equation in the limit E ---+ O. The conservation laws 
yield the existence of a weak cluster point denoted by f(t). However, since 
the collision operator is essentially a product, it cannot be weakly contin­
uous. Thus it does not follow by general arguments that f(t) solves the 
Boltzmann equation. Nevertheless, some smoothness gained by the stream 
operator (whenever the velocity space is continuous!) gives enough com­
pactness to prove that f(t) actually solves the Boltzmann equation in the 
mild sense. 

The method gives neither uniqueness nor energy conservation, but the 
entropy is seen to decrease along the solution trajectories. This approach 
will be illustrated in Section 5.3. 

5.2 Existence from Validity, and Overview 

The validity theorems from Section 4 contain the following existence and 
uniqueness results for the Boltzmann equation. 

(5.2.1) Theorem. (Local existence and uniqueness.) Suppose that fo E 

Lt(A x ~) and a.e. 0 ::; fo(x,~) ::; Ce- f3o t;2 for some C,13o > 0, and 
impose the specular reflection boundary condition for x E 8A: If n is the 
inner normal to 8A at x, set f(x, ~, t) = f(x, ~ - 2n(n . ~), t) whenever 
n . ~ < O. Then there is a to > 0 (depending on C, 130) such that the 
Cauchy problem for the Boltzmann equation with initial value fo has an 
a.e. non-negative mild solution f(x, ~, t), defined for t E [0, to). In partic­
ular, t -+ f(Tt(x,~),t) is absolutely continuous for almost all (x, ~) . 

Remarks We outlined the proof of this in Remark 2 at the end of Sec­
tion 4.4. It is clear that the proof generalizes to many other boundary 
conditions (the only essential condition is that particles do not gain kinetic 
energy upon encounters with the wall) . 

Non-negativity of f is a consequence of the fact that the one-particle 
distribution function p(l)(X, ~, t) is non-negative by construction, and that 
pel) -+ f in the Boltzmann-Grad limit. 
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Local existence and uniqueness (but not validity) have been shown 
for many other boundary conditions (including the important stochastic 
boundary conditions, see Ref. 2) and for much more general collision kernels. 
For details, we refer the reader to Kaniel-Shinbrot 14 and Babovsky 2. The 
technicalities arising from these generalizations lead to complications; here, 
we avoid most of these because they are of marginal interest for the objective 
of this book. The only exception we make concerns the iteration scheme due 
to Kaniel-Shinbrot 14, which nicely exploits the monotonicity properties of 
the collision operators. We sketch the idea. 

In mild form, the Boltzmann equation can be written as 

(2.1) !f#(x, e, t) + f# . R#(f)(x, e, t) = Q!(f, f)(x, e, t), 

where 

f#(x, e, t) = f(Tt(x, e), t), 

Q+(f, f)(x, e, t) = J J In· (e - e*)lf(x, (, t)f(x, e~, t) dn de*, 
8 2 

R(f)(x, e, t) = J J In · (e - e*)lf(e*) dn de*· 
8 2 

Clearly, if 9 2: f, Q+(g,g) 2: Q+(f,f), and R(g) 2: R(f). The Kaniel­
Shinbrot iteration scheme solves (2.1) by cleverly exploiting these 
monotonicities. 

Suppose we already have a finite sequence of lower bounds satisfying 
a.e. lo ~ II ~ . .. ~ In-1 (li = li(X, e, t)) and a finite sequence of upper 
bounds Un-1 ~ Un-2 ~ ... ~ Uo (Ui = Ui(X, e, t)) .to a solution of (2.1). 
Then we define In and Un by 

(2.2) 
! ltt + ltt R#(Un-1) = Q!(ln-1, In-1) 

! utt + utt R#(ln-d = Q!(Un-1, Un-1) 

with initial conditions In(', 0) = un(' , 0) = fo. Eqs. (2.2) are a pair of 
(readily solvable) linear differential equations for In and Un; the solution 
formulas, the monotonicity properties of Q+ and R, and the (inductive) 
assumption In-2 ~ In-1 ~ Un-1 ~ Un-2 together imply that 

Two steps remain. First, and crucial, we have to find a start to the 
iteration, i.e., we have to choose lo and Uo such that 

(2.3) 
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If we choose lo = 0 and Uo a suitable upper bound for fo (say, Uo = 
2Ce-,Boe), the equations for 11 and Ul become 

It is immediate that 

0= lo ::; h ::; Ul a.e., 

but it is also clear that the inequality 

(2.4) a.e.(x, ~) 

will in general hold only locally, i.e., for a short time. This is the reason 
why this method leads for large data only to a local theorem. There have 
been many attempts to choose lo and Uo in a smarter way to prove global 
existence, but success has only come in a few exceptional cases, like the 
rare gas cloud in all space, which we already considered in Chapter 4. See 
also Ref. 13. 

The second remaining step is to prove that limn-+oo In = land 
limn-+oo Un = u exist and are identical; if they are, they are clearly the 
solution of our Cauchy problem. This step follows essentially from Gron­
wall's inequality. 

Details of this approach can be found in Ref. 14. One nice feature of the 
procedure is that all the In' Un (and hence their limits) are automatically 
non-negative. 

(5.2.2) Theorem. (Global existence and uniqueness for a rare gas cloud in 
all space.) Suppose that fo E LtUR~ x !RV and that a.e. 

0::; fo(x,~)::; be-,Bo(x2+e) 

for some b > 0, (30 > O. Then, if b . a is sufficiently small, the Cauchy 
problem for the Boltzmann equation has a unique global mild solution, which 
satisfies 

(2.5) 0::; f(x, ~, t) ::; (C· b)e-,Bo(x-t~)2 a.e. 

Proof. This result is part of Theorem 4.5.1. Non-negativity follows either 
from the validity or from a different proof, for example, by using the Kaniel­
Shinbrot iteration scheme (see Ref. 13). 0 
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Remarks 
1. On the asymptotic behavior. Estimate (2.5) entails in particular that 

limt-+co f(x, ~, t) = 0 if ~ =1= O. This is physically meaningful because 
the limit state for a rare gas cloud dispersing in vacuum is just vacuum 
itself. The method of proof from Theorem 4.4.1 also shows that for 
almost all (x,~), f#(x,~, t) has a limit as t ~ 00 (this is because 

2::'=1 J~ ... J~n-l So(t - t1)QSO(t1 - t2) ... QSo(tn)fo dtn . .. dt1 has a 
limit as t ~ 00 if b . 0: is small enough) . 

2. On "traveling Maxwellians." The functions 

Tn(x, ~, t) = Ce-(3o(x-et )2 e-Ctoe , 

where C, {30, 0:0 > 0, are all explicit solutions of the Boltzmann equa­
tion (see Problem 1). We refer to them as "traveling Maxwellians." 
Toscani 17, by using the Kaniel-Shinbrot iteration scheme, has shown 
that the Boltzmann equation has global solutions for initial data that 
are sufficiently close to a traveling Maxwellian initially. 

3. On a major drawback. There is a severe limitation to all the methods 
and results we have presented so far. It is that we haven't really taken 
advantage of the cancellation properties of the collision term Q(f, f) 
that follow from the minus sign in front of f· R(f). In fact, the upper 
bound on the series solution from Chapter 4 was obtained by changing 
this minus sign to a plus sign. In other words, the methods discussed 
so far can be equally used to prove local existence and uniqueness (and 
global existence for suitably small data) for equations like 

(2.6) 
8 
atf +~ . 'ilxf = Q+(f, f) 

or 

(2.7) 
8 
atf +~. 'ilxf = Q+(f,f) + fR(f). 

This feature of the methodology used so far is also present in the 
Kaniel-Shinbrot iteration scheme. For the (reasonable) choice lo = 0, 
U1 is obtained by solving -ftuf = Q!(uo, uo), and the loss term is not 
present in this equation. Loosely speaking, we can say that we know 
how to solve the Boltzmann equation if we can solve the Boltzmann 
equation without the loss term. 
It is known 12 that the Boltzmann equation without the loss term does 
not in general have a global solution. Consequently, it appears hopeless 
to extend these methods to significantly more general data. 

4. On related results. There are, nonetheless, many related existence re­
sults. We mention in particular the work by Bellomo and Toscani 3, 

in which a global existence result is proved. Again the result is for 
a rare gas cloud in vacuum, but the data do not have to decay like 
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e-{3x2 with respect to the space variable; instead, polynomial decay 
(like (1 + x2)-p/ 2, p > 1) is sufficient. The additional property of the 
collision transformation that enters crucially into the proof in Ref. 3 is 
that e - e and e - e: are orthogonal (Problem 2). Also, the result is 
for more general interaction kernels. Related results were also proved 
by Hamdache 11 and Polewczak 16 . Polewczak stated correctly in what 
spaces the global solutions exist (there are some mistakes in the origi­
nal papers 3,12 - the spaces used there are slightly too small) and he 
proved, in addition, some regularity results. 

A global existence result of a slightly different flavor concerns the exis­
tence and uniqueness of homoenergetic affine flows described by the Boltz­
mann equation, proved in Ref. 4. 

Problems 
1. Verify that Ce-{3o(x-€.t)2 e-aoe is an explicit solution of the Boltzmann 

equation. 
2. Check that e - e' ..1 e - e:· 
3. Show that the Cauchy problem 

!f(e, t) = J J 1((, t)/(e:, t) dn dry 

!lPS2 

I(e, 0) = CPo(~), 

has no global solution unless CPo = O. 

5.3 A General Global Existence Result 

The DiPerna-Lions result 

For decades, there was no global existence theorem for the Boltzmann equa­
tion for general initial data. Of course, it is easy to solve (explicitly) the 
transport equation 

and as we saw in Chapter 6, the spatially homogeneous Boltzmann 
equation 

ad = Q(f,f) 

is quite well understood and has been so for quite a while. The difficulty 
arises when e· V' xl and the collision term Q(f, f) occur together. It becomes 
hard to work in the (natural) space £1, because the space-dependent colli­
sion operator is undefined for general £l-functions (because of the pointwise 
product with respect to the x-variable). 
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On the other hand, there is some evidence that the flow term ~ . V x 

should actually have a smoothing effect. For example, we saw in the previous 
sections that the equation 

(3.1) 

(the "gain-term-only" Boltzmann equation) has a global solution if the data 
are small in a suitable sense. The spatially homogeneous counterpart to this 
equation, on the other hand, 

(3.2) 

displays blowup of the solution even for arbitrarily small (isotropic) data 
different from zero (see Ref. 12), and we observe that the flow term in (3.1) 
actually dampens the local solution enough to let it exist for all time. 

Smoothing effects of the flow term for large data were anticipated (and 
speculated on) for a long time. In 1987, Golse et al. 10 were able to prove 
quantitative results on such effects; these results have become known as 
"velocity averaging lemmas," and we present some of them in this chapter. 
Also in 1987, DiPerna and Lions used these lemmas and other careful esti­
mates to prove the first general global existence theorem for the Boltzmann 
equation 7. We present their result, with proof, in this section, following the 
excellent review article by Gerard 9. We split the discussion into fourteen 
steps. 

Step 1 We begin by clarifying some notation. Let dEN. If il c 
~ is open, Lfoc(il) = {J : il -+~, fluE V(U) for all U c 
il that are open and relatively compact}. If il c ~, il' C ~l, the space 
of all measurable functions on il' x il whose restrictions to il' x U is in 
V(Jl' x U) for each open and relatively compact U c il will be denoted 
by V(il' x illoc) . S(~) denotes the Schwartz space of rapidly decreasing 
COO-functions on ~. For each s E ~+, H8(~d) is the usual Sobolev space, 
i.e. the completion of S(~) with respect to the norm 

Sometimes, we will use T as an abbreviation for the transport operator 
8t+~·Vx. 

Step 2 As in previous sections, our main interest lies in the analysis of gases 
of hard spheres; however, the method of proof used in the sequel applies 
to much more general collision kernels, and there is a technical reason (the 
approximation by solutions to a truncated equation; see Lemma 5.3.3) why 
such kernels must be studied. In fact, we first prove some results about a 
generalized Boltzmann equation 
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(3.3) (at + C v x)f = I I q(x, e - e., n)[J'I; - f!.] dn d1,. 
lRdSd- 1 

with the usual convention I. = 1(·, e., .), f' = 1(·, e, .), etc. Of course, 
for hard spheres q( ... ) = In· (e - e.)I, and d = 3 for the physically relevant 
case. 

(5.3.1) Lemma. Suppose that q is a non-negative measurable function in 
Lloc(~ x iRd x Sd-1) that depends only on x, Ie - e.l, and I(e - e.)· nl 
and grows at most polynomially with respect to x and e - e.. Then, il 
I = I(x, e, t) E C1 (iR+, S(iRd x ~)) is a positive solution 01 (3.3) such 
that lIn I I grows at most polynomially in (x, e), unilormly on compact time 
intervals in iR+, we have 

(3.4) 111(.,t)dXd1,= 111(·,O)dxd1" 

(3.5) II 1(·, t)e dx d1, = II 1(·, O)e dx d1" 

(3.6) II 1(·, t)lx - tel 2 dx d1, = II 1(·, 0)x2 dx d1" 

(3.7) 
t 

I I I In 1(·, t) dx d1, + I II e(f)(·, s) dx d1, ds = II fln 1(·,0) dx d1" 
o 

where 
e(f)(x, e, t) 

= t 11(f'I; - II.) In( ~J:) (x,e,e., n, t)· q(x, e - e., n) d1,. dn. 

These identities imply the estimates 
(3.8) 

II 1(·, t)(l + Ixl 2 + lel 2 ) dx d1,:::; II 1(·,0)(1 + 21xl2 + (2t2 + 1) lel 2 ) dx d1, 

and 
00 

(3.9) II 1(·,t)lIn/(·,t)ldxd1,+ Ille(f)(-,s)dSdXd1, 
o 

:::; II 1(·, 0)(1 In 1(·,0)1 + 21xl2 + 21e1 2 ) dx d1, + Cd 

where the constant Cd depends only on the dimension d. 

Proof. First, note that if q has only the dependencies required in the lemma, 
if <p(e) is of polynomial growth, and if g(e) decreases rapidly, then 
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This follows by the usual arguments, using the collision transformation 
and the changes of variables (~, ~*) -+ (~*'~), (~, ~*) -+ (~~, n; all these 
transformations leave I~ - ~*I and I(~ - ~*) . nl invariant. The right-hand 
side of (3.10) is zero if t.p is a collision invariant. 

Now suppose that 1jJ = 1jJ(t, x, ~) E C1(lR+ x )Rd x lRd ) is such that 
1jJ and %'f grow at most polynomially in (x, ~), uniformly for t in compact 
sets. If in addition T1jJ = 0, it follows that 

! II 11jJ dx ~ = II (T f)1jJ dx ~ 
= II Q(f,/)1jJdx~, 

and if 1jJ ( t, x, .) is a collision invariant for each (t, x) , 

! II 11jJ dx ~ = O. 

Equations (3.4-3.6) follow by choosing successively 1jJ == I, 1~12, Ix - t~12 . 
Similarly, calculate 

! I I I In I dx ~ = 11(1 + In I)Q(f, f) dx ~ 
and let t.p = Inl in (3.10) to arrive at (3.7). The estimate (3.8) is immediate 
from (3.4-3.6), whereas (3.9) follows from (3.7) and the observation that 

(3.11) I I Illn/l ~ II I lin II +C~ 
19 n 

with n = {(x, ~); e-lx-teI2-leI2 ~ I(x, ~, t) ~ I}. The last integral in (3.11) 
is bounded by ff(lx - t~12 + 1~12)1 dx ~, and the assertion finally follows 
from (3.5) and (3.6). 0 

Remarks 

a) We remind the reader that e(f) is always non-negative (H-theorem). 
b) Other possible weight functions 1jJ, which will lead to conservation equa­

tions, are ~i' 1 ~ i ~ d (momentum), Xi~j - Xj~i' 1 ~ i ~ j ~ d (an­
gular momentum), Xi - t~i' 1 ~ i ~ d, (center of mass), and (x - t~)2 
(moment of inertia). 

Step 3 We now specify the assumptions on the collision kernel q(~-~*, n) for 
which the general existence result will be proved. For convenience, let V = 
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~ - ~*. Notice that we assume no dependence of q on x; such a dependence 
only enters when we construct approximate solutions a little later. 

Suppose that q E Lfoc(~d X Sd-l), q 2: 0, and that q depends only on 
IVI and IV . nl· Let 

A(V) = J q(V, n) dn. 
Sd-l 

Suppose, furthermore, that for every R > ° 
(3.12) 

and that 

(3.13) 

1 +11~12 J A(~ - ~*) ~* --+ ° 
I{.I::;R 

as I~I --+ 00 

(this last assumption was not made by DiPerna and Lions, but, as noticed 
by Gerard, it simplifies certain technicalities of the proof). 

It is easy to check that the collision kernel for hard spheres, 

q = I(~ - ~*) . nl, 

which is our main case of interest in this book, satifies both (3.12) and 
(3.13). 

As in earlier chapters, we shall again split Q(f, I) = Q + (f, f) - I R(f) 
and write Q-(f,J) = IR(f) . Note that R(f) = A*I· 

Step 4 Solution concepts. The existence of a global classical solution of the 
Boltzmann equation is unknown. One of the crucial steps in our present 
endeavor is to introduce weaker solution concepts that lighten the burden 
of proof but are still strong enough to guarantee that the collision terms 
are defined. As before, we write 

g#(x, ~, t) = g(x + ~t, ~, t) 

for each measurable 9 on [0,(0) x ~ x ~. First we reformulate the mild 
solution concept, with minimal integrability constraints on the collision 
terms. 

(5.3.2) Definition. A measurable function 1= I(x, ~, t) on [0, (0) x ~ X ~d 
is a mild solution 01 the Boltzmann equation to the (measurable) initial 
value lo(x,~) il lor almost all (x,~) 

are in Lfoc [0,(0), and il lor each t 2: ° 
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t 

f#(x,~, t) = fo(x,~) + J Q(I,I)#(x,~, s) ds. 

o 

One of the key ideas of DiPerna and Lions was to relax the solution 
concept even further, such that the bounds (3.8) and (3.9) could be put 
to best use, and then to regain mild solutions via a limit procedure. They 
called the relaxed solution concept "renormalized solution" (this concept 
of renormalization is different from the usual use of the word "renormaliza­
tion" in modern physics). 

(5.3.3) Definition. A function f = f(x, ~, t) E L~UR~e x ~d x ~d) is called 
a renormalized solution of the Boltzmann equation if 

(3.14) Q±(I,j) E L1 (~ X ~d X ~d) 
l+f loe + 

and if for every Lipschitz continuous function (3 : ~+ -+ ~ that satisfies 
1(3'(t) I ::; l~t for all t ~ 0 one has 

(3.15) T(3(1) = (3' (I)Q(I, I) 

in the sense of distributions. 

Remark. The division by 1 + f is natural inasmuch as it leads to a "quasi­
linearization" of Q(I, I). There were earlier attempts to use (3.15) to obtain 
global solutions of the Boltzmann equation, but DiPerna and Lions were 
the first to notice that renormalization would actually give mild solutions. 

(5.3.4) Lemma. Let f E (Lfoe x ~d x ~d). 
i} If f satisfies {3.14} and {3.15} with (3(t) = In(l + t), then f is a mild 

solution of the Boltzmann equation. 
ii} If f is a mild solution of the Boltzmann equation and if Q1~;f) E 

Lfoe(~+ x ~ x ~), then f is a renormalized solution. 

The proof of Lemma 5.3.4 is presented in Appendix 5.A. 

Step 5 The result. 

(5.3.5) Theorem. (DiPerna and Lions, 1988) Suppose that fo E L~(~+ X 

~d X ~d) is such that 

J J fo(l + Ixl 2 + 1~12) dx ~ < 00 

and 
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J J follnfol dx dv < 00. 

Then there is a renormalized solution of the Boltzmann equation such that 
f E C(~+, Ll(lR"- X ~d)), f It=o= fa, and {3.8} and {3.9} hold. 

Step 6 Solving a truncated equation. The renormalized solution f will be 
found as a limit of functions solving truncated equations. For some 8 > 0 
and some modified non-negative collision kernel ij E C(f(~d X Sd-l) such 
that ij vanishes for (~ - ~*) . n < 8, let 

Q(g, g) = J J ij(g' g: - gg*) dn ~* 
and 

(3.16) Q(g,g) = (1 + 8 J Igl d~)-lQ(g,g). 

(5.3.6) Lemma. Let fo E S(lR"- x lR"-) be non-negative such that Ilnfol grows 
at most polynomially. Then the Cauchy problem 

(3.17) Tf = Q(f,f), 

has a unique global solution f that satisfies the hypotheses of Lemma 5.3.1. 
It also satisfies the estimates {3.8} and {3.9}. 

Proof. Lemma 5.3.6 is in itself of interest, but the assertion is an example for 
results for a modified Boltzmann-type equation, for which the contraction 
mapping principle can be invoked. In fact, because Q grows only linearly 
in Igl we have estimates 

(3.18) 

(3.19) 

and 

J IQ(g,g)1 ~ ~ Co J Igl~, 
~d ~d 

IIQ(g,g)IILOO(~t) ~ CollgIILoo(~t), 

(3.20) J IQ(g,g) - Q(f,f)1 ~ ~ Co J If - 91 d~. 
~d ~d 

Co stands for various constants independent of 9 and f. The estimates (3.18) 
and (3.20) are easily checked. For (3.19), it is clearly enough to prove that 

A simple shift shows that it is sufficient to consider the case ~ = O. Let 
v = In· ~* I. We interpret v as the radial part of a representation of e 
in polar coordinates, with n representing the angular part. The integral 



146 5. Existence and Uniqueness Results 

over dn~. is then replaced by the integral fS2 fo<Xi fw' " dwdvdn, where 
W denotes the plane through n(n · e.) and orthogonal to n. Note that we 
have to insert a factor v2 for the volume integral in spherical coordinates. 
The integral in question becomes 

[ [<Xi [ q(.~.) dwg(v,n)v2dvdn. 
JS2Jo Jw v 

From the truncation for q and the assumption that q vanishes for v near 
zero we get that 

1 q( .. ')d C 
--2- w ~ 6, 

W V 

and (3.19) follows. 
The estimates (3.18-3.20) can be used to show that the iteration 

Tr+! = Q(r,r)' r It=o= fo, Tfo(x, e, t) = 0 

will converge in C([O, Tj; Ll(~X~d)). We also get an LlnL<Xi(~x~) esti­
mate uniform in t E [0, Tj. In fact, the convergence is even in C(~+; S(~ x 
~)), because higher moments and derivatives of r+! can be readily esti­
mated in terms of higher moments and derivatives of fn. This is easy, but 
lengthy and tedious, so we omit it (some details are given by DiPerna and 
Lions). Non-negativity of the solution of (3.17) follows as a side result of 
the proof that lIn fl grows at most polynomially. In fact, our hypothesis 
on fo entails that fo(x, e) ~ Ke-C1(lxlk+I{l k) for some constants K > 0, 
Cl > 0, kEN. Also, if r is non-negative (which is certainly true for at 
least a short time), we have 

Tfn+! > A * fn fn > C fn 
--l+bfr~' -- 2 , 

where C2 ~ O. Because of the bounds on the fn, we can send n -+ 00 to 
find 

Tf ~ -Cd 
(at least locally). This implies that 

f(x, e, t) ~ Ke-C1(lx-{tlk+I{lk) . e-C2t . 

The proof of Lemma 5.3.6 is complete. o 

Step 7 Preparations. Let qn E C~+(~ x Sd-l) satisfy (3.12) and (3.13) 
(uniformly for all n) and suppose that qn -+ q a.e. Furthermore, we ap­
proximate fo in L~(~ x ~) by a sequence {fo}n C S(~d x ~d) such 
that 
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11 10(1 + Ixl 2 + 1~12 dx ~ ---+ 11 10(1 + Ixl 2 + 1~12) dx dv, 

11 101 In 101 dx ~ ---+ 11 10 lIn 101 dx d~. 
Let 8n '\. 0, and let Qn be Q (from Step 6) with 8 = 8n, ij = qn. Then 
Lemma 5.3.6 assures us that there is a sequence {In} such that 

Tr = Qn(r, r)' 

and (by (3.8) and (3.9)) 

rlt=o = 10, 

(3.21) "IT> 0 sup sup Jr r r(1 + Ixl 2 + 1~12) dx ~ < 00, 
tE[O,T] n J 

(3.22) "IT> 0 sup sUPJr r rllnrl dx ~ < 00, 
tE[O,T] n J 

00 

(3.23) s~p 111 en(r) dx ~ dt < 00, 

o 

where 
(3.24) 

en (r) = i (1 + 8n 1 r ~) -1 . 11 (r' r:' - r r:) In ( II: ~;' ) qn ~* dn. 

Step 8 Weak compactness. We recall the Dunford-Pettis criterion for weak 
compactness in L1 (see Ref. 8). Let {In}nEN C L1(~d). Then the following 
i) and ii) are equivalent. 

i) {In} is contained in a weakly sequentially compact set of L1(~d) . 

iia) {In} is bounded in L1(~). 
iib) "If. > 0 38> 0 such that "IE c ~ (E measurable) with )..(E) < 8, 

s~p 1 ifni dx ~ f.. 

E 

iic) "If. > 03K compact, K C ~d, such that sUPn J!RCK Ilnl dx ~ f.. 

We will apply the criterion to the following situation. 
If h E C(~+, ~+) and w E L~c(~d, ~+) are such that h(t)jt -+ 00 (t -+ 00) 
and w(x) -+ 00 (Ixl-+ 00) , then the inequality 

(3.25) s~P 1[h(llni) + Ilnl(1 + w)] dx < 00 

!Rd 
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implies that {fn}nEN satisfies ii) . 
A major problem with weak convergence is that nonlinear functions 

are in general not weakly continuous. The standard example is the sequence 
sin(nx) ·X[O,1j(X), which converges weakly to ° (Riemann-Lebesgue lemma). 
However, sin2 (nx).X[O,1j(x) ~ ~X[O,1j(X), such that in this case with F(x) = 
x 2 , F 0 In/---+F 0 limw In. A useful property for our objective is the fact 
that convexwfunctions are at least lower semicontinuous. If F : R ~ R is 
convex and if In ---4 I in L1, then 

w 

IF 0 I dx::;: liminflF 0 In dx 
n-+oo 

(the above example confirms this assertion). The proof of this well-known 
fact can be found, e.g., in Ref. 5. Also, if one of the factors in a product 
converges a.e. and the other factor converges weakly, then the product is 
compact in the weak topology. Specifically, let In---41 in L1, let {9n} C Loo 
be bounded and let 9n ~ 9 a.e., then W 

In· 9n---419 in L1. 
W 

This follows because for every f > ° there is a compact set K such that 
SUPn IRd\KClln9n I + 1/91) dx ::;: f, and by Egorov's theorem, there is a set 

E c K such that SUPn IE Ilnl dx ::;: f and such that 9n ~ 9 uniformly on 
K\E. The details are left as an exercise. 

Step 9 Weak compactness of the collision terms. We now work with the "ap­
proximating sequence of solutions to modified equations" given in Step 7. 
Q+, Q""-, An all refer to this situation. The collision kernel in Q+,_ is really 
x- (and t-) dependent, and given by 

(5.3.1) Lemma. For all T > 0, R > 0, the sequences 

and 

are contained in weakly compact subsets 01 L1 ((0, T) x ~ x B R ), where 
BR = {~E~; II~II ::;: R}. 

Proof. For Q""-, we have ° ::;: Q~1~f:n) ::;: An * In . We verify the Dunford­
Pettis criterion (iia,b, and c) for An * In, using (3.21), (3.22), and (3.12) 
(which holds uniformly in n for all An): 

For iia) note that by (3.12) 

I I An * r ~ dx = I I I An(~ - z) dz r ~ dx 
RdBR RdRdBR 
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~ f f C1(1 + 1~12)r d~ dx ~ C, 
lRdlRd 

For the proof of iib) and iic) we first focus on the simpler case where A 
is integrable, Le., IIAII£l(lRd) < 00. Then, without restricting the generality, 
an: = IIAnll£l(lRd) can be assumed to be bounded uniformly in n. 

Let 
¢(t) = {t In t for t ~ 1 

o for 0 ~ t < l. 
¢ is convex and satisfies the inequality 

for all a ~ O. By this and Jensen's inequality, 

f f ¢(An * r) ~ dx 
lRdBR 

~ an f f ¢ ( Ana:r ) ~ dx + Ilnanlanllrll£l(lRdxlRd) 
lRdBR 

~ f f An * ¢(r) ~ dx + Ilnanlanllrll£l(lRdxlRd) 
lRdBR 

~ an f f ¢(r) ~ dx + IlnanlanllrIILl(lRdXlRd), 
lR~d 

iib) then follows from the bounds on fRdfBR ¢(An * r) ~ dx. (Actually, 
we could have set R = 00 for this argument; we shall have to use R < 00 

when we generalize to a nonintegrable A.) 
To show iic) we consider flRd~~I?K An * fn ~ dx and estimate 

f f An*r~dx~ f f f An(~-~*)r(x,~*,t)X{I~.I?K/2}~*~dx 
lRdl~I?K lRdlRdlRd 

+ f f f X{I~I?K/2} . X{I~.I~K/2}An(~ - ~*)r(x, ~*' t) ~* ~ dx 
lRdlRdlRd 

The right-hand side becomes (uniformly in n and t) small as K --t 00, and 
iic) follows. 
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Next we remove the uniform integrability condition on An [the only 
assumption we retain is (3.12)]. Notice that the reasoning given earlier 
remains valid if all An were supported in some compact set, say 

(3.26) 

Otherwise, let An,K be defined by the right hand side of (3.26). Weak 
compactness of An * fn will follow if we can show that 

sup IIAn,K*r - An*rllL<"'(O,T;£l(~dXBR» -+ 0 as K -+ 00. 
n 

But 

IIAn,K*r - An * rll£l(~dXBR) 

= I I I An(~ - ~*) . X{I~-~.I~K}r(X, ~*' t) ~* ~ dx. 
~dBR~d 

By (3.12) 

I An(~ - ~*) ~ :::; €(1 + 1~*12) + GEl 

BR 

and {~*; I~ - ~*I ~ K} c {~*; I~*I ~ K - R} if I~I :::; R and if K > R. 

(I~*I = I~* - ~ + ~I ~ I~ - ~*I-I~I ~ K - R). 

So, 

I I I An(~ - ~*) . X{I~-~.I~K}r ~* ~ dx 
~dBR~d 

:::; € 11(1 + 1~*12)r + (K ~'R)2 II 1~*12)r, 
and the assertion follows by first sending K to 00, then € to 0+. 

Boundedness and weak compactness of {Q\(!;fn)} in 

L1 ((O,T) x ~ x BR) is now deduced from the H-theorem. Recall that if 

then, by (3.7), en(r) is bounded in L1 ((0, T) x ~d X ~), and we have for 
all K > 1 

(3.27) 

We leave the proof of (3.27) until later. Because we already checked the 

weak compactness of Q':.l~;fn), (3.27) readily implies that 
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(3.28) 

as >'(A) ....... 0 and R ....... 00. 

To prove (3.27), let AK = {(~, ~*' n): r' 1':' ~ Krl::} and BK = 

(AK)C, then 

Q+ = 11 qnr' 1':' 

~ K 11 qnrl':XB'K + 11 qnXA'Kun'f::' - rr::) + 11 qnXA'Krl':. 

fn' fn' 
On AK, In r/: ~ InK, and (3.27) follows easily. 

This completes the proof of Lemma 5.3.7. o 

Remark. In the same way, one proves that 

(3.29) 

Step 10 Extracting a weakly convergent subsequence, and first properties 
of the limit. Because {r} has uniformly bounded entropy and second mo­
ments, (3.25) implies that we can extract a subsequence (again denoted by 
{r}), which converges weakly in Ll((O,T) x ~d x ~), 

r----+ f. 
w 

Let, as in the Appendix, 96: = * In(1+8r). The uniform bounds on entropy 
and second moments for fn easily imply that 

(3.30) as 8 ....... o. 

Also, because 

By the compactness spelled out in Lemma 5.3.7, V8 > 0 VT > 0 VR > 0 

sup sup 119;#(t + h) - 9;#(t)II£lURdXBR) ----+ 0 
tE[O,Tj n 

as h ....... o. We next estimate, by (3.30) and (3.8), 
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This easily entails 

and a standard equicontinuity argument shows that the (weak) limit I must 
then satisfy 

(3.31) 

and, for all T > 0 

sup 1I/#(t + h) - 1#(t)II£l--->O. 
tE[O,Tj h--O 

Actually, by using an elementary argument from integration theory, 

Also, by using the convexity of the function x· max(lnx, 0), 

t 

(3.32) "it II Illn/l ~ dx + lim:up III en(r) ~ dx 
o 

~ II 10(1 In 10 I + 21xl2 + 21~12) ~ dx + Cd, 

and 

"it II 1(1 + Ixl2 + Iv12) ~ dx ~ II 10{1 + 21xl2 + (2t2 + 1)1~12) ~ dx. 

Step 11 Velocity averaging. By now, we have a weakly convergent sequence 
In ---+ I, and the limit I is in 

Qn un r) 
Subsequences of +'1"+/'" will also converge weakly (by Lemma 5.3.7), 

but we cannot say a priori whether the limits will by Q+C}f,f), because 
nonlinear functionals are in general not weakly continuous. fhis problem 
was first overcome by DiPerna and Lions by skillful application of results 
known as "velocity averaging lemmas" (see Ref. 10). We present these now 
(actually, we confine our discussion to a simplified situation, which is all we 
need) . 
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(5.3.8) Lemma. Let u E L2(R X Rd x Rd) have compact support, and suppose 
that Tu E L2(R X Rd x Rd). Then 

J u elf, E Hl /2(R x Rd), 

and the H 1/ 2-norm of J u elf, is bounded in terms of Ilullp, IITullp, and 
the support of u . 

Remark. The function J u elf, is a "velocity average" of u. 

Proof. Let u = u(z, e, T) be the Fourier transform of u with respect to t 
and x. By assumption, u and (T + e· z)u are in L2(~ x Rd X ~) and have 
compact support in e. We now split the integration domain in 

J u(z, e, T) elf, 

in a suitable way: Let p = (T2 + IzI2)1/2, TO:= 2:, zo:= ", p p 

J uelf,+ J 
= I + II. 

To estimate I, observe that for every compact K c ~ there are EO > 0 and 
G> 0 such that for all E E (0, EO) 

sup A{e E K; ITO + e· zol ::; E} ::; GE, 
(ro ,zo)ESd 

where A denotes the Lebesgue measure in ~. Then, by the Cauchy-Schwarz 
inequality, with E = ~, 

and 

11112 ::; ;2 ( J ITo + ezor2 elf,) . (J IT + ezl21ul2 elf,) 
{~EK;IroHzoI2 ~} 

GIJ ::; p IT + ezl21ul2 elf,. 

The last inequality follows because by an elementary integration 

(3.33) J 
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The constant C' depends on the support of ii, with respect to ~. To check 
(3.33), consider first TO = 0, Zo = (1,0,0). Together, the estimates for I and 
II imply that 

o 

We will use Lemma 5.3.8 to pass from weak to strong convergence in 
L1-settings. The next lemma is the crucial one. 

(5.3.9) Lemma. Suppose that {9n} C L1((0,T) x ~ x~) is weakly rela­
tively compact, and that {T9n} is weakly relatively compact in Lroc ((0, T) x 
~ x ~). Then, if Nn} is a bounded sequence in L oo ((0, T) x ~ x ~) 
that converges a. e., then (J 9n 'l/Jn ~) is compact in the norm topology in 
L1((0, T) x ~). 

Before proving this, we note an immediate corollary. 

Corollary. Under the hypotheses of Lemma 5.3.9, if 9n---+9 in L1((0, T) x 
)Rd X ~) and'l/Jn -> 'l/J a.e., then W 

Ilf 9n'l/Jn ~ - f9'l/J ~II -> 0. 
£1«O,T)x~d) 

Proof. (Of Lemma 5.3.9.) Because for each € > ° there is a compact set 
K C (O,T) x ~ x ~ such that for all n 

we may assume that all the 9n (and 9) are supported in a fixed compact 
set. Also, because by Egorov's theorem 'l/Jn -> 'l/J uniformly except on a set 
of arbitrary small measure, we may as well take 'l/Jn = 'l/J for all n. Moreover, 
it is enough to take 'l/J = 1: If'l/J is smooth enough, {9n 'l/J} satisfies the same 
hypotheses as {9n}, and if'l/J is in Loo, we approximate it by Coo functions 
'l/Jk such that II'l/Jk - 'l/J1I£1 -> ° and sUPk II'l/Jkllux> < 00. Then 

ff If 'l/Jk9n ~ - f 'l/J9n ~I dx dt ~ fff I'l/Jk - 'l/J119nl dt dx ~ ---+ ° 
(by the Dunford-Pettis criterion). 
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After this reduction, define Un and hn by 

TUn = Tgn· X{(x , ~,t);ITgnl~M} 

Thn = Tgn . X{(x,~, t); ITgnl~M} 

where unlt=o = hnlt=o = O. Clearly, then, gn = Un + hn' because T(un + 
hn ) = Tgn and gn is the unique solution of T f = Tgn , flt=o = O. Because 
{Tgn} is weakly compact and because 

t 

hn(x + t~, ~ , t) = J Tgn(x + T~, ~, T) . X{lTgnl~M}(X + T~, ~T) dT, 

o 

it follows that uniformly with respect to n 

T 

J J J Ihn(x, ~, t)1 dx ~ dt M--=:x, o. 
o lRdlRd 

On the other hand {Un} and {TUn} are bounded sequences in L2, so that 
{f Un ~} is bounded in H 1/ 2 (by Lemma 5.3.8), i.e., compact in L2, and, 
because it is compactly supported, compact in Ll. The proof is complete. 

D 

(5.3.10) Lemma. Let {In} be a relatively compact sequence in Ll((O, T) x 
~ x ~), and suppose that there is a family of real-valued uniformly Lip­
schitz continuous functions {.80}6>O, .86(0) = 0 for all b, such that 
i) .86(S) -+ s as b -+ 0, uniformly on compact subsets of iJ?+, 
ii) the sequence {T(.86 (r))} is, for every b, weakly relatively compact in 

Lfoc((O, T) x iJ?d X ~). Then, if r~f in L~, {1Pn}n is bounded in 
LOO((O, T) x ~ x ~) and 'ljJn -+ 'IjJ a~e., 

Proof. The weak compactness of {r} implies that 

(3.34) sup IIr - .80(r) 11£1 -+ 0 
n 

as b -+ O. {.8o(rn is also a weakly relatively compact sequence, so that 
Lemma 5.3.9 applies to g:5 := .86(r) for each b > 0, and Lemma 5.3.10 
follows easily from (3.34) . Note that we can extract a subsequence of 
{.86(r)}, say {.86(r i )}, which converges to some g6. It is in general false 
that g6 = .80(/), but (3.34) guarantees that Ilf - g611£1 -+ 0 as b -+ O. D 
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Step 12 Passing to the limit. We return to the setting of Step 10. 

(5.3.11) Lemma. Let {r} be the sequence of solutions to approximating 
problems as in Step 10. There is a subsequence such that for each T > ° 
i) I r dE;, -+ I I dE;, a.e. and in L1((0, T) x ~d), 
ii) An * r -+ A * f in L1((0, T) x ~d x B R) for all R > 0, and a.e., 
iii) for each compactly supported function <p E Loo((O, T) x ~ x ~), 

( I Q±(fn, r)<p dE;,) ---+ (I Q±(f, f)<p dE;,) 
1+IrdE;, l+IIdE;, 

in L1((0, T) x ~) . 

Proof. Recall Lemma 5.3.7 and apply Lemma 5.3.10 with f3[j(s) = ! In(l + 
8s) . i) is immediate. ii) requires a vector-valued variant of Lemma 5.3.7. 
Let 'lj;n("') = An(~ -"') , X{leISlR} E L~c(~' L1(BR)) and use the hypothesis 
on A and the estimate SUPn I r(1 + 1~12) dE;, < 00 to reduce the problem 
to bounded domains with respect to ",. 

For iii) and Q _, take 'lj;n = An· n . <p and use i) and ii) and Lemma 
1+ In de 

5.3.10. For Q+ , the same reasoning applies, because by using the collision 
transformation we can write 

I Q+(r, r)<p dE;, _ III qnr I:<p' 
l+IrdE;, - l+IrdE;, 

and choose 

'lj;n(x, ~, t) 

= J J qn( .. ·)r(x, ~., t)<p(X, ",', t) dn dE;,. / ( 1 + J r dE;,) . 
lRdSd- 1 

'lj;n is bounded in Loo((O, T) x ~ x~) and can be assumed to converge in 
L1 (by the vector-valued variant of Lemma 5.3.9), and the assertion follows 
again from Lemma 5.3.9. 0 

Remark. Unfortunately, part iii) of Lemma 5.3.10 cannot be changed to 

because the renormalizing factor 1/(1 + In) leads to a nonlinearity that 
cannot be controlled in the weak topology. If it weren't for this difficulty, 
the remainder of the proof would be short. 

Step 13. Consider now T-l, defined by u = T;;l , i.e., 
Tu = g with ult=o = ° : 
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t 

T-1g(x, ~, t) = J g(X - (t - s)~ , ~, s) ds. 
o 

T- 1 is, as one checks immediately, continuous and weakly continuous from 
L1«0, T) x ~ x ~foc) into C([O, T]); L1(~d x ~foc)' and if g :::: 0, also 
T- 1g :::: 0. We use T- 1 to rewrite the Boltzmann equation in yet another 
form. 

Suppose that F E C ([0, T)j L1(~ x ~foc))' TF :::: 0. The opera­
tor Til := e-F T- l eF is then continuous (and weakly continuous) from 
L1«0, T) x ~ x ~oc) into C([O, Tl; L1(~d x ~foc)) . 

If {Fn} is a bounded sequence in C([O, TLL1(~ x ~oc)) such that 
TFn :::: 0, Fn(x,~, t) -+ F(x,~, t) for all t and almost all (x,~) , and if 
gn--+g in L1(0,T) x ~d x ~oJ, then, for all t E [O,T), 

w 

(3.35) 

in L1(~ x~oc). (This is easily proved by using the explicit solution formula 
for T- 1 . ) 

To use (3.35), let Fn = T-1(An * r), where r, An are from the 
modified Boltzmann equation (see Step 7). This equation can be written as 

or (after multiplication with eFn and observing that 

(3.36) 

By Lemma 5.3.11 ii) and the preceding remarks, {Fn} is a bounded sequence 
in 

and for all t E ~+ 

Fn -+ F = T- 1(A*f) a.e. 

(5.3.12) Lemma. For all t E ~+, we have TilQ+(j, f) E L1(~d x ~foc) and 

(3.37) f = foe- F + Ti 1Q+(j, f). 

Proof. Now let !3m(t) = min(t, m), where t :::: ° and mEN. Without 
restricting the generality, we can assume (by considering subsequences if 
necessary) that 

g~: = !3m 0 r --+ gm 
w 

(n _ oo) 

in L1 (0, T) x ~ X ~d) for all T > 0, and, by (3.34) 
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gm(m~/ 
strongly and monotone increasing in £1 (0, T) X ~d X ~d). For every fixed m, 
{g~} satisfies the hypotheses of Lemma 5.3.9 (Tg~ = Qn(r,r) if g~ < 
m, = ° otherwise) and Ig~ I ::; m for all n. Therefore, and by arguments 
similar to those used in Step 12, Q't-(g~,g~)---+Q+(gm,gm) as n ---+ 00 in 
£1(0, T) x ~ x BR), for each R> 0. W 

Now observe that from (3.36) 

(3.38) f n > ~ne-Fn + T- 1Qn (gn gn) 
- JO Fn + m' m . 

By taking here the weak limit on both sides [observe (3.35)], we see that 

(3.39) 

Finally, we use the monotone convergence theorem, the fact that gm / f 
in £1 and (3.39) to conclude that Ti 1Q+(J, 1) E £1 (0, T) x ~ X Rd ) and 

(3.40) 

For the reverse inequality, we consider now the functions 

h~: = mln(l + rim). 

The h~ satisfy, as one readily checks, 

h~ = mIn (1 + rim) e-Fn 

(3.41) +T-1 (Q't-(r,r») +T-1 (A *r (hn _ r )). 
Fn l+Jnlm Fn n m l+Jnlm 

As before, by extracting subsequences if necessary, we can assume that 

hm ---+ fin £1 
m .... oo 

and 

(3.42) 
Q't-(r,r) 
l+Jnlm 7 Q+,m. 

Now recall Lemma 5.3.11 part iii) 

(3.43) 

for each compactly supported <p in £00. Multiply the left-hand side of (3.42) 
by l (<p > 0) and integrate. By (3.42), the limit as n ---+ 00 is 

1+ In ~ -
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Q+ .=<p d~ . By (3.43), this limit is less than 
1+ 1 d~ 

Q+ (f,J)<p ~ d 't C 11 , an 1 10 ows 
1+ I~ 

that 
a.e. 

Taking now the weak limit as n ---- 00 in (3.41), we find 

As m ---- 00, 

I:::; loe-F + Ti 1Q+U,!) , 

and this and (3.40) complete the assertion of the lemma: 

(3.44) 

o 

Step 14 1 is a mild solution. Eq. (3.44) is already saying that 1 satisfies 
the Boltzmann equation in some sense. We will now simply check that it 
satisfies the criteria for a renormalized solution (as given in step 4). 

First, it is easy to show that for every T < 00 

(3.45) Q-U, f) E Ll([O T] X lRd X lRd ) 
1+1 ' loe 

(just use the condition on A and that 

sup sUPJr r r(1 + Ixl2 + 1~12) dx ~ < (0). 
tE[O,Tj n J 

As for Q+(f,j) recall that [see (327)] 1+1 ' . 

(3.46) Q'±(r,r) (1 +8 J r~)-1 
:::; 2Q~ un, r) (1 + 8 J r ~) -1 + ~:; (1 + 8 J r ~) -1 

and 
00 

(3.47) s~p J II en(r) dx ~ ds < 00. 

o 

Because of the non-negativity of enun) and (3.47), we can assume that 
en(r) converges weakly (in V', or in the vague topology on the bounded 
measures) to a bounded non-negative measure J.L by Lemma 5.3.11; we also 
know that the other two terms in (3.46) converge weakly in Ll , and so 
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() Q±(f,J) < 2Q~(f, I) 4 
3.48 1 + 8 J 1 dE. - 1 + 8 J 1 dE. + In 2(1 + 8 J 1 dE.) J-L. 

(3.48) remains true if we replace J-L by its absolutely continuous part e E 
L1 ((0, T) X Rd X Rd), and by taking 8 -+ 0, it follows that 

(3.49) 

with E E L1 ((0, T) x ~ X Rd). (3.45) and (3.49) now entail that 

Q+(f,J) E L1([0 T] X Rd X Rd ) 1+1 ' loco 

To show that Q+(f, I)(x, ~, .) E L1(0, T) for almost all (x,~), we use 
that by Lemma 5.3.12 for all t, Ti1Q+(f, I) E L1(~ x Rfoc) and F(·, t) E 
L1(~ X Rfoc)' Explicitly, we see that 

t J Q+(f, 1)# exp -(F#(t) - F#(s)) ds 

o 

is in L1(Rd x Rfoc) for all t, and because F# is non-negative, increasing 
with respect to t and in L1 (Rd x Rfoc) with respect to (x,~), it follows 
that Q+(f,J)# E L1(0, T) for almost all (x , ~). For Q_, the same assertion 
follows from (3.49). Now we can use Lemma 5.3.12 to conclude that 1 is a 
mild solution of the Boltzmann equation in the sense of step 4. 

The only remaining step is the verification of the entropy estimate (3.9) 
from (3.32). To this end, note that from the proof of Lemma 5.3.11, for all 
8> 0, 

in L1 ((0, T) x R~ x R~ X Sd-1). Now, by using the convexity of the function 

x 
(x,y) -+ (x-y)ln­

y 

on R+ x R+, we see that for all T > ° 
T T 

J ({ e(f) . . fJr ( en(r) 
} } 1 + 8 J 1 dE. dx dE. dt :::; l~~f } 1 + 8 J In dE. dx dE. dt. 

o 0 

The entropy estimate (3.9) follows from this and the monotone convergence 
theorem in the limit 8 -+ 0. 
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This completes the proof of Theorem 5.3.5. 

Problems 

1. Verify (3.11). 
2. Check that the collision kernel for hard spheres, 

q(~ - ~*,n) = I(~ - ~*). nl, 

satisfies (3.12). 
3. Verify the estimate (3.18). 
4. Show that the estimate (3.25) with the specified properties on hand 

w entails weak sequential compactness of Un}. 
5. Verify (3.28) in detail. 
6. Prove (3.32). 
7. Prove 3.35). 
8. Show that (3.34) implies limo-+o III - goll£! = O. 

Hint: Use that 

and 
sup lim ... :::;: lim inf sup ... 

'P n n 'P 

5.4 Generalizations and Other Remarks 

The result proved in the previous section lends itself to several general­
izations. The simplest considers the case when the space variable x in the 
Boltzmann equation varies on a torus Td rather than in ~. Actually this 
case is even simpler than the one treated before, because we can dispense 
with the last conservation equation, Eq. (3.6), which had the purpose of 
controlling the behavior of I at space infinity and is no longer needed; for 
the same reason the terms contaning Ixl 2 can be suppressed in Eqs. (3.8) 
and (3.9) and in the statement of Theorem 5.3.5. Since this generalization 
is rather obvious, we shall not deal with it in detail here. In Chapter 9 we 
shall deal with another generalization, i.e., the case of a bounded domain 
with rather general boundary conditions. 

Another important aspect of DiPerna and Lions's result is that, if we 
take a sequence of times {tn } going to infinity with n then the weak stabil­
ity properties of their solution imply that 1(', t + tn) converges to another 
solution M(·, t) of the Boltzmann equation. Di Perna and Lions6 proved 
that M satisfies the equation, discussed in Chapter 3, which is character­
istic of a Maxwellian distribution. This Maxwellian might be degenerate, 
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i.e., vanish almost everywhere, and this what will generally occur for L1 
solutions in ~d x ~d; in the case of Td x ~d, however, the Maxwellian will 
not be degenerate (it must have a nonzero norm). Use of the results of 
Chapter 3 actually shows that the weak limit of f(·, t + tn ) is an absolute 
Maxwellian. The detailed argument will be given in Chapter 9, Theorem 
9.5.1, when we deal with the case of general boundary conditions. 

Here we restrict ourselves to remarking that the result is not as strong 
as we would like. And this not only because the convergence to a Maxwellian 
is weak. In fact, this is a restriction that was eliminated by Arkeryd 1 

by using techniques of nonstandard analysis, and subsequently by P. L. 
Lions 15, who was able to dispense with the latter tool. Even if we have 
strong convergence, we cannot identify the specific Maxwellian to which the 
sequence f(·, t + t n ) tends; thus, in particular, a different sequence of times 
might give a different Maxwellian. The reason for this is that we cannot 
prove that energy is conserved for the DiPerna-Lions solution (otherwise 
M would be identified by the conserved quantities). 
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Appendix 5.A 

Proof 

(Of Lemma 5.3.4.) We need an elementary theorem on linear transport 
theory. 

(5.A.l) Theorem. Let f, hE LfocUR x ~ x lRd ) and suppose that 

(A.I) Tf=h 

Then f#(x,e, .) is for almost all x,e absolutely continuous with respect to 
t, 
h#(x,e, .) E Lfoc(lR) and 

t2 

(A.2) f#(t2) - f#(tl) = J h#(s) ds 

tl 

for all tl, t2 E lR. If, conversely, f and h are such that for almost all x,e 
f# is absolutely continuous with respect to t and h# E Lfoc(lR), then (A.2) 
entails (A.l). 

Proof. Let 1/J E V(~x~), P E V(lR), and multiply (A.2) by 1/J(x-te, e)·p(t) 
to get 

-J dt J J dx ~1/J(x - te, e)p'(t)f = J dt J J dx ~1/J(x - te, e)p(t)h. 

The change of variables (t, x, e) -- (t, x + te, e) leads to 
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11 dx di,1f;(x, e) {1 dt(p'(t)f# + P(t)h#)} = 0, 

i.e. 1 dt(p'(t)f# + p(t)h#) = 0 

for each p E C 1 (!R) with compact support. To complete the proof use a 
mollifier to approximate the characteristic function of [tt, hl by such p. 
The converse is left to the reader. 0 

Proof. (Of Lemma 5.3.4.) 

and 

i) We assume that f E L~(!R~c X !Rd x !Rd ) satisfies 

T(ln(1 + I)) = Q(f, I) 
l+f 

in the sense of distributions. 
Let flo(Y) = i In(1 + 8(eY - 1)) (y > 0), then 

eY 

fl~(Y) = 1 + 8(eY - 1) 

By assumption, T(ln(l+ I)) and In(l+ I) are in Lfoc(~+ x ~ x ~). Then, 
by using the theorem and the fact that flo is Lipschitz continuous, it follows 
that Tflo(ln(l+ I)) = flWn(l+ 1))·T(ln(l+ I)). But fl6(ln(l+ I)) = t:!, 
by direct inspection, so that 

Tfl (In(I+I)) = Q(f,f) 
(T 1 + 8f 

in the sense of distributions. As flo(ln(1 + f)) = i In(1 + 81), 

(A.3) T~ I (1 + 8f) = Q(f, I) 
8 n 1 + 8f 

in the sense of distributions for all 8 > O. 
Let 90 := i In(1 + 81). By (A.3) and the theorem, 9t is, for al­

most all x, e E !RN , and for all 8 > 0, absolutely continuous with respect 

to t, and Q:~ut E Lfoc[O,oo). Since f# = e9f -1, f# is also abso­
lutely continuous with respect to t for almost all x, e, and consequently 
Q±(f, 1)# E Lfoc[O,oo) for almost all x,e. Finally, by the theorem for all 
t>8~0 

t 

#( # - 1 1 # 96 t) - 90 (s) - 1 + 8f# Q(f, I) da, a.e. x,e 
8 
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and as {j --+ 0, this becomes 

t 

f#(x, ~, t) - f#(x, ~ , s) = J Q(f,J) # (x, ~, a) da. 

8 

ii) If f is a mild solution then f# is absolutely continuous with respect 
to t for almost all x,~ E Rd and so is In(l + f#). Clearly, 9 = In(l + 
f) satisfies g#(t) - g#(s) = J: H1,#Q(f,f)# da. The rest follows from 
Theorem 5.A.1. 0 



6 
The Initial Value Problem for the 
Homogeneous Boltzmann Equation 

6.1 An Existence Theorem for a Modified Equation 

In this chapter we treat the spatially homogeneous Boltzmann equation, 
i.e., the special case where 1 does not depend on x. In this case the main 
difficulty in estimating the collision operator, namely, the pointwise inter­
action, disappears, and we can develop a rather complete and satisfactory 
theory. The remaining difficulties are due to large velocities (high energy 
tails). 

We shall use some of the classical arguments already employed in Chap­
ter 5 Section 3. We repeat these arguments here in some detail, in order 
to make this chapter, which is conceptually easier than the general theory 
from Section 5.3, as self-contained as possible. 

is 

(1.1) 

The initial value problem associated with the homogeneous equation 

ad = Q(f,f) 

IC"O) = 10 

where Q is given by (3.1.2). To simplify notation, we shall sometimes just 
write Q(f) for Q(f, f). 

We first show that if we neglect large relative velocities in the collision 
operator, the initial value problem is easily solvable. 

Let us define the symmetrized collision operator with cutoff by: 
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(1.2) 
QM (f,g) =~ J ~1 In.(~-~.)?.O dn n· (~- ~*) XM(I~ - ~*I) 

{f'g: + g'f; - fg* - f.g} 

where XM : !R+ -+ !R is defined by: 

(1.3) 
XM(r) = 1 if r :::; M 

XM(r) = ° otherwise. 

Consider the initial value problem: 

(1.4) 
8dM = QM (fM, fM) 

fM (·,0) = fo. 

The physical meaning of Problem (1.4) is that the molecules of the gas 
behave like in the Boltzmann dynamics, but if two molecules collide with 
the modulus of the relative velocity larger than M, they ignore each other. 
It is easy to verify, at least at a formal level, that the conservation laws and 
the H-theorem established in Chapter 3 are still valid. 

By an obvious application of the measure-preserving property of the 
collision transformation, we have: 

(1.5) 

(1.6) 

IIQM(f,f) - QM(g,g)IILl 

=IIQM (f + g, f - g)IILl 
:::;C M IIf + gllLlllf - gllLl· 

C, here and in the sequel, stands for a numerical constant. 
The inequalities (1.5-6) allow us to construct a local solution to Prob­

lem (1.4): fM E C 1 ([0, T)i L1) for a sufficiently small time T > 0, by means 
of the standard iteration scheme. 

Assuming the initial datum positive and normalized, i.e.: 

(1.7) 

by the identity (3.1.15) (mass conservation), we conclude that: 

(1.8) f ~ fM (~, t) = 1 for all t E [0, T). 

If we could prove that the solution we have found is non-negative we 
would be in a position to extend the solution to arbitrary times. In fact, by 
positivity and (1.8) it follows that the L1_ norm of the solution is preserved 
in time and, since T depends only on the initial L 1-norm of the solution we 
are allowed to extend the procedure up to time 2T, and so on. However, 
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the non-negativity of the solution is not obvious, although it is suggested 
by physical considerations. 

We use the following trick to prove non-negativity. Consider the initial 
value problem 

(1.9) 

where: 

(1.10) 

Otg + p,g = rM (g) 

g("O) = fo 

rM (g) = QM (g) + M j cJe g(~) 

and p, > 0 will be chosen (sufficiently large) later. Notice that we have 
already found a local solution fM to Problem (1.9) because of (1.8). There­
fore, if we prove the existence of a positive solution to Problem (1.9) we 
have also proved that fM is positive, because r M is Lipschitz continuous, 
and hence the initial value problem (1.9) has a unique solution. Thus, we 
focus on proving the existence of a non-negative solution to Problem (1.9). 

To this end, let: 

(1.11) 
gn = e-/-Lt fo + lot ds e-/-L(t-s) rM (gn-l) 

gO = o. 

We observe that for sufficiently large p, , r M is a positive monotone operator 
in the sense that 

(1.12) 

In fact, denoting by Q!!" and Q~ the gain and loss part of the collision 
operator QM, 

(1.13a) 
Q!!" (f, g) = ~ f d~* fn . (e-e.)~o n . (~ - ~*) ~ 0 XM(I~ - ~*I){f' g: + g' f;} 

(1. 13b) 

Q~ (f) = jcJe* 1 dn n· (~- ~*) ~ 0 XM(I~ - ~*I) f(~*)f(~) 
n·(e-e.)~O 

we have, by using symmetry properties: 

rM (f) - rM (g) = Q:'V (f + g, f - g) 

(1.14) - ~ {(f + g)RM (f - g) + (f - g)RM (f + g)} 

+ ~ p,{(f + g) f(f - g) + (f - g) f(f + g)}. 

Hence the positivity property follows by the obvious inequality 
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which is valid for positive f. Consequently gn :::: gn-1 . .. is a monotonically 
increasing sequence. 

Moreover: 

(1.15) / gn = e-,..t + J.L lot ds e-,..(t-s) (/ gn-1) 2, 

which implies that if J gn-1 ::; 1 then J gn ::; 1. By Beppo Levi's theorem, 
the limit 

(1.16) 9 = lim gn 
n-oo 

exists, is non-negative, and satisfies: 

(1.17) /g::;1. 
It is now straightforward to prove that 9 solves the initial value problem 
(1.9) (see Problem 2) so that 9 = 1M. In particular the equality sign holds 
in (1.17). Thus we have proven the first part of the following theorem. 

(6.1.1) Theorem. There exists a unique positive solution 1M E C 1([0, T]j L1) 
to the initial value problem (1.4) lor arbitrary times T :::: 0, provided that 

10 :::: ° and J 10 = 1. 
Suppose in addition that E(fo) = ! Jelo(e) and H(fo) = J 10 In 10 

(energy and entropy) are initially finite. Then 

(1.18) 

(1.19) 

To complete the proof of the theorem, we only need to prove Identity 
(1.18) and Inequality (1.19). The energy conservation follows easily by gen­
eral arguments [see (3.1.15)]. The proof of (1.19) is a little technical and 
requires some knowledge of the Loo_ theory presented later. We outline it 
in Appendix 6.A. 

Problems 

1. Consider the initial value problem (1.4) for an arbitary 10 E L1 (not 
necessarily non-negative) and give an estimate of the time T of exis­
tence of the local solution. 

2. Prove that 9 defined by (1.16) satisfies the initial value problem (1.9). 
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6.2 Removing the Cutoff: The L1-Theory for the 
Full Equation 

We now study the behavior of the solutions in the limit M --t 00. Our 
target is to obtain a solution to the original initial value problem (1.1). The 
shortest way to obtain a limit for the squence f M is to use the Dunford­
Pettis compactness criterion which we already used in Chapter 5 (see step 
8 of Section 5.3). For the reader's convenience, we now adapt some of the 
estimates from Chapter 5 to the current situation. By energy conservation: 

(2.1) r fM(~,t)~:::; ~2 JefM(~,t)~:::; ~~ 
J1f,I>R 

where E = E (fo) = ~ f e fo(~) is the conserved energy. Moreover, if A 
is a set such that fA ~ :::; E, we have from the H-theorem and the energy 
inequality, for a > 1: 
(2.2) 

i fM(~,t)~ 
:::;-11 r fM (~, t) InfM (~, t)~ X{fM(t»a} + aE 

naJA 

1JM M :::; Ina f (~,t)lnf (~,t) X{fM(t»l} +aE 

HUo) 1 J M M :::;-l-+aE--l - f (~,t)lnf (~,t)~X{fM(t)<l} 
na na 

H(fo) 1 J M M :::; -1-- +aE- -1 - f (~,t)lnf (~,t)~ X{exp(-f,2)<fM(t)<1} 
na na 

1JM M - Ina f (~, t) Inf (~, t) ~ X{fM(t)::'Oexp(-f,2)} 

:::; ~~~) +aE+ l:a [J fM(~,t)e~+C J exp-(e/2)~)] 
(because x! Ilnxl is bounded if x < 1, 

and after choosing a = E - ! ) 

:::; - 2~(fo) + .jE _ C(l + E)! In E. 
nE 

Thus we can apply the Dunford-Pettis theorem to the set {1M} in 
£1([0, T) X ~3) to extract a weakly convergent subsequence with limit f E 
£1([0, T] x~3). Obviously f 2: 0. Moreover, f satisfies the energy inequality: 

(2.3) J e f(~, t) ~:::; J e fo(~)d~ for a.a. t E [0, T]. 
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In fact, by definition of weak convergence: 

where: 

(2.5) () { r if Irl ~ H 
XH r = o otherwise 

and <p E C([O, TJ). 
Therefore, for positive <p : 

(2.6) 

implying (2.3) . 
To prove that f is a solution of the Boltzmann equation we have to 

prove the convergence of the collision operators: 

Here Mn denotes the sequence Mn --+ 00 for which we have the weak 
convergence of the sequence fn. 

Before approaching this problem, we need to establish an inequality 
that will turn out to be very useful in the sequel. We introduce the following 
family of norms: 

(2.7) 

and the associated family of Banach spaces 

(2.8) L! = {f; IIflh,s < oo}. 

Then we have the following lemma. 

( 6.2.1) Lemma. (Povzner7 ) Suppose that s 2': 2, f,g E L;, and f 2': 0, 
g 2': O. Then the following inequality is true: 

For the proof see Appendix 6.B. 

Remark. We can replace Q by QM in (2.9), with C(s) independent of M . 

The Povzner inequality generalizes, in a sense, the conservation of the 
energy, taking into account compensation between the gain and the loss 
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terms. If one wants to bound the gain and loss terms separately in the 8-

norm (2.7), one would need to introduce an 8 + 1- norm of f. However, the 
positivity of the solution and Inequality (2.9) together allow us to control 
the solution in the 8- norm. In fact, by the use of (2.9) we easily obtain: 

(2.10) 111M (t)liI,s 'S 1I/(0)1I1,s + C(8) lot drlliM (r)liI,sIIlM (r)1I1,2. 

Thus, by the energy bound (2.3) and Gronwall's inequality, 

(2.11) 111M (t)1I1,s 'S II/(O)IiI,s exp (C(8) Et). 

As we shall see in the sequel, the bound (2.11) may be considerably im­
proved by a time-independent estimate. 

We return to the problem of the convergence of the collision operator. 
By the trivial inequality 

(here, and from now on in this chapter, we abbreviate II/lh = 11/11£1 
II 11iI,0 ) we obtain, by using the Lebesgue measure invariance of the collision 
transformation: 

(2.13) 

IIQ~ (1)111,2 
=111 RM (1)111,2 

'SC J (1 + e) 1(~)(I~llI/lh + 11I1I1,2)~ 
'SC{1I/111,411/Ih + 1I/11i,2}' 

Therefore, by (2.13) and (2.11), provided that 10 E L~, 

From a standard equicontinuity argument it follows that 

IE C([O, TJ; L~) 

and that we can extract a subsequence, again denoted by In(t), which 
converges weakly in L1 (~) to I(t), for all t E [0, TJ. Therefore: 

(2.15) J d~ d~* <p(~, ~*) r(~) r(~*) -+ J ~ ~* <p(~, ~*) I(~) I(~*) 
for t E [0, T], <P E Loo(R3 X R3). 

Finally, for <P E Loo(R3) : 
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1 J[Q~(fn) - Q+(f)](~)¢(~) ~I 

:::;IJd~~*l dn n·(~-~*) 
n·(e-e.);?:o 

(2.16) X XA(I~ - ~*I)¢(O {r(~)r(~*) - f(Of(~*)}1 

+ CII¢lloo (I r ~ ~*(I~I + I~*I) r(~)r(~*)1 J1el >A/ 2 

+ 1 r ~ ~*(I~I + I~*I) f(~)f(~*)I) J1el >A/ 2 

where A is fixed. The first term on the right-hand side of (2.16) vanishes 
as n --+ 00. The last two terms can be made arbitrarily small, as A is large, 
because of the energy inequality and mass conservation. 

The weak convergence of the loss term follows the same lines. This is 
enough to conclude that f solves the initial value problem for the Boltzmann 
equation in integral form. We finally remark that, by virtue of Estimate 
(2.13), we can integrate this integral equation against e to obtain the 
energy conservation. Summarizing, we have the following. 

(6.2.2) Lemma. Let fo 2: 0 be an initial value with finite entropy and such 
that fo E L!. Then, there exists f E C([O, T]; L~) satisfying: 

(2.17) f(t) = fo + lot ds Q (f(s), f(8)) . 

In addition f(t) E L! and estimate {2.11} holds. Finally Ilf(t)lll = 1, and 
the energy is constant in time. 

The reader may feel unsatisfied by a nonconstructive argument in find­
ing a possibly nonunique solution, a priori. We shall discuss other more con­
structive approaches later. For now we shall prove a uniqueness theorem 
and some regularity properties. 

(6.2.3) Theorem. Let fo 2: 0 be an initial datum with finite entropy such 
that fo E L!. Then there exists a unique f E C1([0,T];Ll) satisfying: 

(2.18) 
at! = Q(f, f) 

f(-'O) = fo 

(here the time derivative is understood in the L1-sense). 
Moreover f (t) E L!, Estimate {2.13}, and the H -theorem in the form 

(2.19) H (f(t» :::; H(fo) 

hold. 
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Proof. The following inequalities follow from trivial computations: 

(2.21) IlfR(g) + gR(J)lll ,s ~ C(8){lIflh,s+1llglh + Ilglh,s+1llflh}· 

Therefore, by (2.20), (2.21), and (2.11): 

(2.22) Ilf(t) - f(r)lll,s ~ it drllQ (J(r), fer)) Ill,s ~ C(8, T)lt - rl 

provided that fo E L l ,s+1. Furthermore, 

II f(t + h~ - f(t) - Q (J(t), f(t)) II 
1,2 

I t+h 
(2.23) ~h-l t drllQ (J(r) + f(t), fer) - f(t)) 1h,2 

I t+h 
~Ch-l t drllf(r) + f(t)lll,3I1f(r) - f(t)Ih,3 

~Ch. 

This proves the strong differentiability of the solution in L~. We are 
now in a position to prove the uniqueness of the solution. To this end, 
suppose that f and 9 are two solutions for the same initial value. By the 
strong differentiability in L 1,2 we get (see Problem 5): 

(2.24) 

d 
dt 11(J(t) - g(t))lll,2 

= J ~(1 + e) sgn (J(t) - g(t))Q(J(t) + get)), (J(t) - get)). 

The right-hand side of (2.24) can be expanded in the following way: 

J ~ J ~' J dn n· (~- ~*)(1 + e) sgn (J - g)(O 

{(J + g)(~:)(f - g)(() + (J + g)(()(J - g)(~:) 

- (J + g)(~*)(J - g)(~) - (J + g)(~)(J - g)(~*)} 

~ J ~ J ~' J dn n . (~ - ~*)(1 + e) 
{(J + g)(~:)lf - gl(() + (J + g)(Olf - gl(~:) 

(2.25) - (J + g)(~*)lf - gl(~) + (J + g)(~)(J - g)(~*)} 

(using the identity sgn x . x = Ixl). 
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Since the first and third terms on the right-hand side of (2.24) com­
pensate exactly, we have: 

(2.26) 
d 
dt Ilf(t) - g(t)Ih,2 :s; Cllf(t) - g(t)Ih,21If(t) + g(t)111,3, 

which implies: 

(2.27) IIf(t) - g(t)111 ,2 :s; C(T)lIfo - go111,2 

via the Gronwall lemma. Here go denotes the initial datum of g(t). 
From (2.27) we deduce the Lipschitz continuity of the solution with 

respect to the initial datum and the uniqueness of the solution we have 
found so far. 

The entropy inequality follows from the following argument. We estab­
lished the inequality: 

(2.28) H(fM (t)) :s; H(fo). 

Since the entropy is a nonlinear functional, we cannot simply obtain the 
entropy inequality by taking the limit M -> 00, because fM converges only 
weakly. However, it is a known fact that if f n converges weakly to f, and 
H is a convex functional (as the entropy is), then: 

(2.29) H(f) :s; liminf H(fn). 
n-+oo 

This remark concludes the proof. o 

Problems 

1. After applying the Dunford-Pettis theorem, prove that R(fM) con­
verges to R(f) as M -> 00, uniformly in ~ on compact sets. 

2. For fo and go positive and normalized, consider fM (t) and gM (t) as 
solutions of the initial value problem (1.4) with initial data fo and go. 
Prove that 

IIfM(t) - gM(t)111 :s; C(t)llfo - golll. 

3. Prove the lower bound 

fM(t) ~ foexp(-CMt). 

4. For fo such that 11101100 :s; A prove the existence of a small time T such 
that, for t < T: 

Ilf(t)lloo :s; 2A. 

Hint: Prove the estimate IQ+(f)1 :s; C(M)llflloo. 
5. Prove Formula (2.24). Hint: For any smooth 'Y prove that 
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Let " be a mollified version of I . I such that "(X) -> Ixl as E -> O. 
Write the identity in integral form and take the limit E -> O. 
Realize that 

J d{ sgn (f(t))Q(f(t))(l + e)s/2 

is integrable in t to prove the claim. 

6.3 The L OO _ Theory and Classical Solutions 

A very natural question arising after constructing a solution for the spa­
tially homogeneous Boltzmann initial value problem is whether the solution 
preserves some smoothness properties of the initial datum. A preliminary 
question is to give Loo-bounds on the solution, assuming that fo is essen­
tially bounded. To do this, we need a more appropriate description of the 
gain part of the collision operator. The main difficulty in handling the gain 
operator is that it is expressed in terms of the outgoing velocities, which are 
linearly dependent on the incoming velocities. A more direct representation 
formula for Q + can be given as follows. Let us recall the collision equations: 

(3.1) 

( = ~ - n . (~ - ~*)n 

~~ = ~* + n . (~ - ~* )n. 

Consider the sphere of diameter I~ - ~* I centered at ~o = g~g. and denote 
it by k(~, ~*) (see Fig. 26). 

The intersection point of the sphere k with the line passing through ~ 
in the direction of n represents e. Hence, by direct inspection: 

(3.2) 

Thus, for ~ and e fixed, ~: lies in the plane Eee orthogonal to e - ~ . For 
fixed ~, we can treat e and ~: as independent variables in the definition of 
Q +, and write: 

(3.3) Q+(f)(~) = J d{' IP~~I J d~~ f(~~) 
E{e' 

where the integration on d~: is restricted to the plane Eee. This formula 
can be derived either by a direct computation or as a consequence of the 
representation formula, 

(3.4) J d{ ¢(~)Q+(f)(~) = J d~ J d~* fl~~~~:i) J ¢«() da«(), 
kce,e.) 
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-n 

FIGURE 26. 

which is valid for any continuous cP. Here, du- denotes the surface element 
in k(~,~*). We suggest the proof of (3.4) as an exercise (Problem 1). How­
ever, both formulas are relevant for proving the desired Loo-bounds on the 
solution and will be proved in Appendix 6.C. 

We set: 

(3.5) I(E) = J de f(~) 
E 

where E is a given plane and 

(3.6) 

It is clear that we can control the time derivatives of I(E) and I(~), respec­
tively, by means of 

(3.7) 

for a given plane E and 

(3.8) 
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for J(e). Denoting by d = d(e, E) the distance between the plane E and e, 
the expression in (3.7) can be written as 

where () = 1 if k n E =f. 0 and () = 0 otherwise. We have also used that 
Ie - e. I is invariant under the collision transformation. Therefore: 

(3.10) (3.7) :S1T. 

Moreover: 

( ) ( ) -J J 1(6)/(6) J J 1 d ( ') < 3.11 3.8 - ~1 d6 16 _ 61 Ie _ e'l a e - 21T. 
k(€1,6) 

The last step follows by the following inequality 

(3.12) J Ie ~ e'l da(e'):S J leo ~ e'l da(e') 
k(6,€2) k(€1,6) 

where eo = (H2€tl is the center of the sphere k(e,6) of diameter Ie - 61· 
The inequality says that the potential generated by a spherically symmetric 
distribution of superficial charges takes its maximum at the center of the 
sphere (see Problem 2). By (3.3), (3.10), and (3.11) we can conclude that: 

(3.13) 

from which: 

(3.14) 

This argument is not completely rigorous. The solution we constructed in 
the previous theorems exists in L1 so that its integral on a plane or in a 
sphere is not even defined. However, J(e) and J(E€€,) make sense for almost 
all e in ~ and almost all e and e in !R3 x !R3 . Everything can be made 
rigorous without any significant effort to obtain an Loo-bound of I(t) in 
terms of 11/01100 and IIQ+(/o)lIoo' 

The estimate (3.13) can be improved toward a time-independent esti­
mate. Actually, one can prove 

(3.15) sup 11/(t)lloo :S G(/o) 
tE!R 
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by establishing a lower bound for the loss term: 

(6.3.1) Lemma. Suppose that 10 ~ 0 with finite energy and entropy. Then: 

(3.16) R(f(t)) ~ C(fo)(l + I~I)' 

where C(fo) depends only on 11/0111,2 and H(fo). 

Proof. 

(3.17) 

R(f)(~) 

~ J I~ - ~.I/(~.) d{. 

> J 1~-~*1/(~.)d{.1 
le-e.I>A 

~A(J 1- J I) 
le-e.I~A 

~A(1I/111 - ln1B J IlnIX(f>B) - J IX(f~B)) 
le-e11~A le-e.I~A 

~A (1I/11t - ~(~ - B7rA3 ) . 

Here Xu denotes the characteristic function of the set n. Now choosing A 
and B suitably, we can find C > 0 [(depending only on 1I/Ih and H(f)] for 
which 

(3.18) R(f)(~) ~ C. 

Finally for ill. > 11111,.2 
, 2 IIfl1 

(3.19) R(f)(~) ~ J I~ - ~.I/(~.) d{. ~ 1~llI/lh -11/111,2 ~ ~1~lll/lh. 

Combining (3.19) with (3.18) completes the proof. o 

By virtue of Lemma 6.3.1, the earlier estimates can be improved in the 
following way: 

(3.20) 

(3.21) 

dI(E) + CI(E) < 7r 
dt -

d~~~) + CI(~) ~ 47r2 

yielding bounds on IIQ+(f(t))lIoo uniform in time. Also, from the estimate 
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t 

f(t) :S: e-Ctfo + J ds e-C(t-s)Q+U(s)) 

o 

we finally obtain bounds on Ilf(t)lIoo that are uniform in time. 
The continuity in time of the solution f(t,~) follows from the fact that 

IQI is pointwise bounded, as follows from the bounds on Q+ and the obvious 
inequality: 

(3.23) RU)(~) :S: C(l + IW· 
This also implies the continuity in time of QU(t))(~) and hence the differ­
entiability of f(t,~) in time. Summarizing, we have the following theorem. 

(6.3.2) Theorem. Suppose that f(~) :S: (H~)B/ 2 with s > 6. Then the solu­
tion of the Boltzmann equation f(t,~) satisfies: 

(3.24) sup Ilf(t)lIoo < C, 
tE!R+ 

where C depends only on fo. In addition, for almost all ~ E ~3 and all 
t E ~+, f(t, 0 is differentiable in time and 

(3.25) ad = QU) pointwise. 

Remark. Strictly speaking, if we want lifo II 1,4 < +00, we need s > 7. 
However, it is enough to require Ilfolh.3 < +00 if we do not insist on strong 
differentiability. 

Problems 

1. Prove the identity (3.4). 
2. Show that the potential generated by two identical charges takes the 

maximum in the middle point of the segment joining the two charges. 
Use this fact to prove the inequality (3.12). 

3. Suppose that fo ;::: e-o:e. Prove that 

f(~, t) ;::: ce- 1/ 2o:e . 
Hint: Use the bound (3.23) and observe that the inequality does not 
make any use of the H -theorem. 
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6.4 Long Time Behavior 

Physics and the formal version of the H-theorem suggest, as discussed in 
Chapter 3 Section 4, that the solution of the Boltzmann equation f(t) 
should converge to a Maxwellian 

( 4.1) 

where the parameters A, (3, v are determined by the conserved quantities 
mass, energy, and momentum of the intial density fo. We know already 
(see Chapter III) that the H-functional, when restricted to positive L1_ 
functions with assigned mass, energy, and momentum, takes its minimum 
value on the corresponding Maxwellian distribution. We also know that the 
H-functional is decreasing in time. Combining these facts with a careful 
study of the collision terms, we can prove the convergence of the solution 
to a Maxwellian. 

(6.4.1) Theorem. Under the hypotheses of Theorem 6.3.2, f(t) converges 
weakly to a Maxwellian, i.e., for all 9 E L=(~) 

(4.2) 

Proof. H(f(t)) is decreasing. By monotonicity H'(f(t)) exists almost ev­
erywhere. The negative function: 

(4.3) 

is therefore integrable (with respect to ~ ~* dn n . (e - e*)x{n.(~-~.)~O} 
for almost all t ~ O. 

(4.4) 

Since H is bounded from below we have that 

= J H'(f(s)) ds < +00 

o 

and so we can find a sequence tn, tn -+ 00, such that 

(4.5) lim H'(f(tn )) = O. 
t-= 

By the Dunford-Pettis theorem, we can extract a weakly convergent sub­
sequence (still denoted by f(tn ) == fn) to some 4>. To prove the theorem, it 
is enough to prove that the collision equation 

(4.6) 

is satisfied. Indeed, for D = sup f(e, t), we have 
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J I¢'¢: - ¢¢*12 ~ liminf J If~f~* - fnfn*1 2 (by 2.29) 

~ D2liminf J If~f~* - fnfn*llln ~~~~: I 
(because lIn ~~~~: I ~ D-2If~f~* - fnfn*l; see Problem 1) 

(4.7) = D2liminf J(f~f~* - fnfn*) In ~~~~: = O. 

Problem 

1. Verify (4.7) by proving that if 0 < X,Y,X*,Y* ~ D, then 

1 I xy I D21xy - x*y*1 ~ In -- . 
x*y* 

Hint: Reduce it to the inequality z - 1 ~ In z, valid for 0 < z. 

6.5 Further Developments and Comments 

o 

The literature concerning the homogeneous Boltzmann equation is rather 
extensive. Here, we limit ourselves to commenting on the references we 
believe to be of some relevance in connection with the theory as developed 
in this chapter. 

The first result on the theory of the existence of the solutions of the 
homogeneous Boltzmann equation was obtained by T. Carleman in 19324. 
In this paper, he proved the existence of a unique solution for the homoge­
neous initial value problem in the particular case in which f depends only 
on I~I and t. 

The treatise Ref. 3, which appeared posthumously, develops the clas­
sical theory of the homogeneous equation for continuous bounded initial 
data fo such that: 

(5.1) 

Starting from the representation formulas for the collision operator and the 
analysis presented in Section 4, Carleman constructed a unique solution 
satisfying the uniform estimate: 

(5.2) sup f(~, t)(l + ey/2 < c. 
€;t 
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He also established the approach to equilibrium in the uniform norm, 
using an equicontinuity property to apply the Ascoli-Arzela theorem in­
stead of the Dunford- Pettis criterion. 

This monograph is fundamental in the history of the kinetic theory 
of gases, because it presented far- reaching new mathematical ideas and 
constituted, from a methodological point of view, the first rigorous and 
modern approach to the Boltzmann equation. 

Many years later, L. Arkeryd 1 developed an L 1-theory (for a very gen­
eral class of interaction kernels, including the case of hard spheres) along the 
same lines presented in the earlier section of this chapter. The monotonicity 
argument for the cutoff interaction is related to a paper by Morgenstern 8, 

who developed an L 1-theory for the Maxwell molecules. 
In Ref. 1 the cutoff M is removed by compactness, but also by mono­

tonicity. The argument is subtle and interesting. We sketch it here. 
Given f and fM as in Section 1, define gM to be the solution of the 

initial value problem 

where: 

(5.4) h(~) = 1L(1 + e)llfolh.2 

(5.5) 

For IL sufficiently large it follows that 

(5.6) (if M:S M') 

and 

(5.7) 

Therefore, the difference f ~ fM can be estimated in terms of the 
differences 

(5.8) and 

By virtue of the positivity of LlM1 and LlM2 , we can easily obtain the 
estimate: 

(5.9) d M 
dt IILlM1111,2 :S w(M) + Ollf 111,4 IILlM1111,2 

where w(M) ......., 0 as M ......., 00. 

In Ref. 1 it is also shown how to prove uniform estimates like: 

(5.10) sup Ilf(t)lh,s < 0 
tE!R+ 
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where C depends only on fo. The weak convergence to a Maxwellian is also 
proved for general L1 data. 

The LOO-theory 3 and the L 1-theory 1 can be combined to give an 
LP-theory, as discussed by Gustafsson 7. 

The strong differentiability of the solution in L; was investigated by 
DiBlasio 5. This property allows us to establish the differentiability of the 
solution with respect to the initial datum. 

Regarding the asymptotic behavior of the solution, we remark that the 
attractivity of the Maxwellian in the weak topology proved above (but, as 
mentioned, also valid in the uniform topology) does not imply the stability 
of the equilibrium in the sense of Liapunov. In the theory of differential 
equations, one can find examples of critical points that are attractive but 
not stable. Concerning stability results for the global equilibrium, we men­
tion the work by Arkeryd et al. 2 

Finally, we quote a result due to Elmroth 6 in which the L1-convergence 
to the Maxwellian follows from the weak convergence. To get the result, one 
combines the content of our Theorem 6.4.1 with the discussion in Chapter 
3, Section 4. 
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Appendix 6.A 

Proof of the H-Theorem 

The proof of the H-theorem in the form of Inequality (1.19) can be orga­
nized in five steps: 

1) Fix an arbitrary time T, then if 11101100 ::; C then SUPt<T 111M (t)lloo < 
C/. -

2) Replace 10 by 10' = min[n,max(Jo, exp(;e»)] and denote by r,M(t) 
the solution of the corresponding initial value problem. For these 
r,M (t) the usual arguments yielding the "formal" H-theorem can be 
used to prove: 

(A.l) 

3) Prove the inequality: 

(A.2) HUn) ::; HUo) . 

4) Prove that: 

(A.3) Ilr,M (t) - 1M (t)lll ~ 0 as n ~ 00. 

5) Extract a subsequence (still denoted by r,M(t)) converging to IM(t) 
and prove the claim: 

(A.4) HUM (t)) ::; HUo). 
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Proof. 

Step 1. This was proved in connection with the LOO-theory. Notice that we 
make use of the H-theorem (which we are going to prove) only to prove 
estimates uniform in time, thereby avoiding a loop! 

Step 2. One can prove the inequality: 

(A.5) 

(see Section 3, Problem 3). Then the usual arguments used in the formal 
proof of the H-theorem work. 

Step 3. This follows by direct inspection. 

Step 4. The Lipschitz continuity of fM (t) with respect to the initial condi­
tion (see Section 2, Problem 2) yields 

(A.6) Ilr,M (t) - fM (t)lll ~ lifo - folll ~ 0 as n ~ 00. 

Step 5. 

I d(. fM(t)lnfM(t)x(lel<R) = lim I d(. r,M(t)lnr,M(t)xClel<R) 

(by the dominated convergence theorem) 

HUo) 2: lim I d(. r,M (t) Inr,M (t)x(lel~R) 
x {X(fM (t)<exp( -e2 )) + X(f~exp( -e2 ))} 

(by steps 2 and 3) 

HUo) 2: lim I d(.Jr,Mlnr,M(t)x(l~I2: R)exp(-e)XUM(t) < 1) 

+ lim I d(. r,MI~lx(I~1 2: R) 

(A.7) ~ HUo) - c I d(. x(I~1 2: R) exp( -e) + R- l I d(. fo(~)e· 

(Because of the energy conservation and the fact that Vx In x is bounded 
for x < 1.) The claim follows by taking the limit R ~ 00. 0 
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Proof of Lemma 6.2.1 

For a and b positive numbers, b> a and any 'Y E [0,1J: 

(B.1) (a + by ~ as + bS + 2s- 1bs- 1a ~ as + bS + 2s- 1bs-'Ya'Y, 

and hence for positive a and b : 

(B.2) as + bS ~ (a + b)S ::; as + bS + GW-'Ya'Y + as-'Yb'Y). 

As a consequence of (B.2) and the energy conservation for 'Y E [0,2J: 

(1 + (2)s/2 + (1 + ~:2)s/2 _ (1 + e)s/2 _ (1 + ~;)s/2 
(B.3) ~ Gs[(1 + ep/2(1 + ~;)(s-'Y)/2 + (1 + e)(s-'Y)/2(1 + ~;p/2J. 

Now, the right-hand side of (2.9) can be written as: 

~ J dl" dl". dn n . (~ - ~.)[(1 + (2)s/2 + (1 + ~:2)s/2 
n · (~-~.)~O 

(BA) - (1 + e)s/2 - (1 + ey/2Jf(~)f(~). 

By using the obvious inequality: 

(B.5) 

and choosing 'Y = 1 in (B.3), we easily get inequality (2.9). 
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Proof of Formula (3.4) 

By the invariance of the Lebesgue measure with respect to the collision 
transformation, we have: 
(C.I) 

J ~ cjJ(f,)Q+(f)(f,) = J ~ J ~l !(f,)!(f,.) J n · (f, - 6)cjJ(f,')· 
n·(~-~ll<::O 

Recalling the collision laws, one can replace the integration over the unit 
sphere by the integration over the sphere k (see Fig. 26). A simple analysis 
of the Jacobian of the transformation yields: 

(C.2) J n· (f, - f,.)cjJ(f.') = J cjJ(f,') l~a~~~I ' 
n·(~-~.)<::O k(~,~.) 

Proof of Formula (3.3) 

For a fixed f" choose cjJ(f.') = (E1T)3/2 exp (W~~)2). Then: 
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(C.3) 

where: 

J 1 ( (e - ~)2) I 
(C.4) I(~) = (t:7I")3/2 exp - f d(]'(~ ). 

kCel>6) 

Introducing the middle point ~o = Cel ~6) and using the obvious identity: 

we can perform explicitly the integral (C.4) to obtain: 
(C.6) 

) 1~-61 
I(~ = 2(t:7I")1/21~ - ~ol 

{ 1( 16-61)2 1( 16-61)2} x exp-~ I~-~ol- 2 -exp~ I~-~ol+ 2 . 

Inserting this expression in (C.3), we realize that the contribution of the 
second term in the right-hand side of (C.6) vanishes in the limit. The first 
one describes the effect of a one-dimensional 8 function concentrated on the 
set I~ - ~ol = 16 - 61/2, which is equivalent to the plane (~- 6)· (6 - ~). 
This completes the proof. 



7 
Perturbations of Equilibria and 
Space Homogeneous Solutions 

7.1. The Linearized Collision Operator 

Our first aim in this chapter will be to find a global solution f = f(x,~ , t) 
of the Cauchy problem for the Boltzmann equation for hard spheres: 

(1.1) ~ + ~ . ~~ = Q(f, f) 

when f is close to some absolute Maxwellian M, which without loss of 
generality (thanks to possible scalings and choice of a suitable reference 
frame) can be assumed to be (211")-3/2 exp( -e /2). To this end we introduce 
a new unknown h related to the distribution function f by 

(1.2) f = M + M 1/ 2 h. 

The Boltzmann equation (1.1) takes on the form: 

(1.3) 

where L is the linearized collision operator defined by: 

(1.4) 
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[here Q is the bilinear operator defined in Eq. (3.1.3)] and r(h, h) is the 
nonlinear part, which should be small compared to the linear part, and is 
given by: 

(1.5) 

with 9 = h. 
A more explicit expression of Lh reads as follows 

(1.6) Lh = [ [(h' R: + R'h: - Rh* - hR*)R*IV· nld~*dn 
J~3 Js~ 

where, for convenience, R denotes M 1/ 2 and we took into account that 
M'M; = M M*. Because of Eq. (3.1.10) (with Rh in place of j, M in place 
of 9 and glR in place of ¢), we have the identity: 

(1.7) 
[ 9Lh~=-~ [ [ [(h'R:+R'h:-hR*-Rh*) 
J~3 J~3 J~3 J s~ 

X (g'R: + R' g~ - gR* - Rg*) I V . nl~*~dn. 

This relation expresses a basic property of the linearized collision term. 
In order to make it clear, let us introduce the Hilbert space of square 
summable functions of ~ endowed with the scalar product 

(1.8) (g,h) = [ gh~ 
J~3 

where the bar denotes complex conjugation. Then Eq. (1.7) (with 9 in place 
of g) gives (thanks to the symmetry of the expression on the right-hand side 
(1.7) with respect to the interchange 9 <=> h): 

(1.9) (g, Lh) = (Lg, h). 

Further: 

(1.10) (h, Lh) :::; 0, 

and the equality sign holds if and only if 

(1.11) h' I R' + h:1 R: - hi R - h*1 R* = 0, 

i.e., unless hi R is a collision invariant. 
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Eqs. (1.9) and (1.10) indicate that the operator L (provided it is taken 
with its maximal domain in L2) is self-adjoint and nonpositive in L2. In 
order to exploit these and other good properties of L, we shall introduce 
the operator 

(1.12) 
a 

B=L-~·­ax 
and write Eq. (1.3) in the following integral form: 

(1.13) h(t) = T(t)h(O) + lot dsT(t - s)r(h(s), h(s)) 

where T(t) is the semigroup generated by B. We can hope that in some 
norm (see Lemma 2.6): 

(1.14) II r(h, h) II::; C II h 112 ; 

then if we could prove (and this would be the crucial estimate) that, for 
some positive c, 

(1.15) II T(t) II::; Ce- ct 

we would have 

(1.16) II h(t) II:::: Ce-ct II h(O) II + lot ds e-c(t-s) II h(s) 112. 

If we let 

(1.17) h = SUPt II h(t)ect II 

we arrive at 

(1.18) h ::; C II h(O) II +Ch2 

which implies that h is bounded whenever II h(O) II is small. 
Unfortunately this strategy cannot be followed so easily. In fact since 

the dissipative part of B is contained in L, one would like to prove Eq. 
(1.15) for the semigroup generated by L itself. L, however, has five linearly 
independent eigenfunctions corresponding to the zero eigenvalue; these are 
the functions h such that hi R is a collision invariant, because then Eq. 
(1.11) holds and, according to Eq. (1.6), Lh vanishes. Then T(t)h = h for 
any linear combination of these eigenfunctions and the desired property 
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does not hold for the semigroup generated by L. The operator ( . a/ox, 
however, generates a semigroup, which, although norm-preserving, has the 
tendency to spread the molecular distribution in a uniform way; this will 
help in obtaining the desired estimate in ~3. In fact to prove this estimate 
will be our major aim in the following sections. This will require a prelim­
inary study of the spectral properties of L and of the Fourier transform of 
B, B(k). 

7.2 The Basic Properties of the Linearized 
Collision Operator 

In order to study the linearized collision operator L, given by Eq. (1.6), we 
start by remarking that we can split L as K -11(1(1)1, where K = K2 - Kl 
is an integral operator, I the identity, and II a function bounded from below 
by a constant 110 and from above by a linear function. Specifically 

(2.1) 

(2.2) 

II(IW = r r M. IV . nld(.dn 
i~3 is! 

K2h= r r (hIR~+R'f;)R.IV'nld(.dn 
i~3 is! 

It is easy to pick out the kernel of K 1 , kl ((, (.) by inspection: 

To find the kernel of K2 requires a little more work. To reduce it a little bit 
we use a trick. Let us consider a unit vector m that lies in the plane of V 
and n and is orthogonal to n . We can then write V = n(n· V) + m(m· V), 
which implies (- n(n· V) = (* + m(m· V), (* + n(n· V) = (- m(m· V); 
thus if we use m in place of n in the second part of the integral appearing in 
(2.1), it becomes identical to the first, except for the fact that () is replaced 
by rr /2 - () (and if> by if> ± rr). But even this difference disappears, because 
IV . nldn = IVI cos () sin ()d()dif> = IV . m I dm. Thus 

where in the last integral n runs over the entire sphere 8 2 and V* = (* - ( is 
used as integration variable in place of (* (a unit Jacobian transformation). 
Next consider the components of V. parallel and perpendicular to n: 
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(2.4) V* = v+Wj v = n(n· V*)j W = V* - n(n . V*). 

We now perform the integral in Eq. (2.3) in the following order: first W (on a 
plane II perpendicular to n), then v, then n. With n fixed, the replacement 
of V* by v and W is just a choice of coordinates. After integrating with 
respect to w, we combine the one-dimensional v-integration in the direction 
n with the integral with respect to n over the unit sphere to give a three­
dimensional integration over the vector v = Ivlnj here we must introduce a 
factor 2 because v describes ~3 twice (for a given V*' nand -n give the 
same point). Thus since the Jacobian from dv to dndlvl is Iv1 2 , we have: 

(2.5) 

and Eq. (2.3) becomes 

(2.6) K2h = 2 r r h(~ + v)R(~ + v + w)R(e + w)lvl-1dwdv 
i'R3 i Il 

where the integral with respect to w over II (the plane through the origin 
perpendicular to v) has to be performed first. The kernel of the integral 
operator K2 is now clear. Introducing the new variable e* = v + e, the 
kernel is: 

where II is now perpendicular to e - e*. Since: 

The vector ~(e* + e) has a part in the plane II, say (, which can be elimi­
nated by letting z = w + ( (a translation in II)j the remaining part is the 
projection on the-direction of e* - e, i.e., 

(2.10) !(e +e). e* -e =! le*1 2 -lel2 

2 * le* - el 2 le* - el . 

By means of Eqs. (2.9) and (2.10), Eq. (2.7) becomes: 
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(2.11) 
k2(~'~.) = 2(21r)3/41~* _ ~1-1 R(T1/21~i~: = ~~12) 

R(T1/2(~. -~)) l R(21/2z)dz. 

The integral is now easily performed with the result (21r)-3/421r = (21r)-1/4 
and Eq. (2.11) becomes 

Finally, we can make more explicit the expression for the collision frequency 

(2.13) 
v(IW 

= [ [ M.!V· nl~.dn 
1~3 ls2 

=1r [ M(~.)I~. - ~I~. = [ M(~ + v)lvldv 
1~3 1~3 

=(21r)-1/21°O 17< exp(-1~12/2 -lvI2/2 -1~lIvlcos())lvI3sin()dlvld() 

=(21r)-1/21~1-1[1°O exp( _1~12 /2 - t2/2 + 1~lt)t2dt 

-1
00 

exp( _1~12 /2 - t2 /2 - 1~lt)t2dt] 

=(21r)-1/21~1-1[1°O exp( _u2 /2)(u + IW2du 
-lei 

_ [00 exp( _u2 /2)( u - IW 2du] 
l lel 

[lei 
=(21r)-1/21~1-1[2 10 exp( _u2 /2)(u2 + 1~12)du + 41~1 exp( _1~12 /2)] 

[lei 
=(21r)-1/2[2(1~1 + 1~1-1) 10 exp( _u2 /2)du + 2exp( _1~12 /2)] 

where we first performed the trivial integration with respect to n, then 
changed the integration variable from ~. to v = ~. - ~ and transformed 
the resulting integral from Cartesian to polar coordinates in velocity space; 
then we performed the integration with respect to the angle variables and 
changed the name of the remaining integration variable from Ivl to t for 
convenience; the resulting two integrals in t are first transformed by letting 
t = u + I~I and t = u - I~I, respectively, and then, after expanding the 
squares and symplifying, the last step has been performed with a partial 
integration. (We remark that the expression for v(IW given by Grad7 is 
wrong.) 
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Thus we have proved the following 

(7.2.1) Theorem. The linearized collision opemtor (defined on the functions 
h( .) of L2 such that [1/(1.1)j1/2h(.) is also in L2) is self-adjoint and non­
positive in L2, with a fivefold null eigenspace spanned by M 1/ 2'I/Jol.1 where 
'l/Ja (0: = 0, 1,2,3,4,5) are the collision invariants. It can be decomposed in 
the difference 

(2.14) L = K -I/(IWI 

where 1/{IWis given by (2.13) and satisfies the bound (see Problem 1), 

(2.15) 

with I/o and 1/1 positive numbers, while I is the identity opemtor and K is 
an integml opemtor with a real measumble symmetric kernel k{ ~, ~*) given 
by: 

(2.16) 
k{~, ~*) ={211")-1/221~* - ~I-l exp{ -~ (I~i~: = ~~r)2 _ ~I~* _ ~12) 

1 
- 21~ - ~*I exp[-{1~12 + 1~*12)/41 · 

For later purposes we shall need estimates of this kernel. It is trivial 
to prove that 

(2.17) 

This estimate has the following consequence. 

(7.2.2) Theorem. The kernel of the opemtor K is integmble and square inte­
gmble with respect to ~*. The integmls are bounded by a constant, indepen­
dent of~. 

Proof. The proof is trivial, thanks to (2.17), because of the exponential 
decay of the kernel and the fact that I~* - ~I-l and I~* - ~1-2 are integrable 
in a neighborhood of 3?3 about ~. The fact that the bounds are independent 
of ~ follows from the fact that the right hand side of Eq. (2.1 7) is translation 
invariant. 0 

We now prove the following theorem. 
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(7.2.3) Theorem. The kernel k(~, ~*) of the operator K is such that for any 
r 2: 0 we have 

Proof. If we had just -r as the exponent on the right-hand side it would 
be enough to use estimate (2.17) (see Problem 2). To gain the additional 
-1/2 requires a longer proof. If we look at the explicit expression (2.16) we 
realize that the part after the minus sign (arising from k2 ) is easy to deal 
with, because of the exponential exp( _1~12 /4) (see Problem 3). We thus 
have only to prove that 

is bounded uniformly in ~. We split the integration into h + 12 , where the 
former refers to Ivl > 1~1/4 and the latter to Ivl < 1~1/4. We have 

(2.20) II < (1 + 1~12r+l/2 [ Ivl-1 exp( -~ IvI2)dv, 
J1v l>1¥ 8 

which is obviously bounded. For 12 we can restrict ourselves to I~I 2: 1, 
because otherwise the result is clear. For I~I 2: 1 we use 1 + I~ + vl 2 > 
1 + 91~12 /16 and polar coordinates to obtain: 

which for I~I 2: 1 is clearly bounded. In an intermediate step here we have 
used the inequality: 

(2.22) 
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Inequality (2.13) is thus proved. o 

In the following we shall denote by B(X, Y) the set of all linear bounded 
operators from a Banach space X into a Banach space y, and by C (X, Y) 
its subset consisting of compact operators. When Y = X, we simply write 
B(X) and C(X). We also denote by U; the Banach space of the functions 
h such that (1 + 1~12),B/2h is in LOO(~). Then we can prove the following. 

(7.2.4) Theorem. The integral operator K is in B(L2)nB(L?, L?+1) , (3 ;::: O. 
It is also in B(L2, LO') and in C(L2). 

Proof. The fact that K E B(L2,LO') follows from Theorem 7.2.2. We now 
prove that K E C(L2). Let XR be the characteristic function of {~ : I~I S; 

R}. Then in B(L2) we have (thanks to Theorem 7.2.3): 

(2.23) 
1/ (1 - XR)K 1/ < G(l + R)-l -+ 0 

1/ K(l - XR) 1/ < G(l + R)-l -+ 0 

In order to prove these results we apply the Schwarz inequality in a suitable 
way; we just indicate how to prove the first of these relations (for the second, 
see Problem 4): 

1/ (1- XR)K 1/ 2= sup J~(l- XR(~)) [Jd1Jk(~'1J)h(1J)]2 
IIhll=l 

S; sup J ~(1 - XR(~)) [J d1Jk(~, 1J)] [J d1Jk(~, 1J)(h(1J))2] 
IIhll=l 

S; ko sup J~(l- XR(~))(l + IW-1 [d1Jk(~,1J)(h(1J))2] 
IIhll=l 

S; ko(1 + IR)-l sup J~ [Jd1Jk(~'1J)(h(1J))2] 
IIhll=l 

S; ko(l + IR)-l sup Jd1J(h(1J))2 = ko(1 + IR)-l. 
IIhll=l 

In addition, XRK, because of Theorem 7.2.2, is a Hilbert-Schmidt operator. 
Then, thanks to Eq. (2.23), K is compact, because the set of compact 
operators is a closed linear manifold in B(L2 ). Finally the fact that K E 
B(L2) n B(L?, L?+l)' for (3 ;::: 0, follows from Theorem 7.2.3 and K E 

C(L2). 0 

We next consider the spectrum of L. Since in this section and the fol­
lowing ones we shall use several standard theorems on the perturbation of 
linear operators, for the sake of the reader we state them here and refer to 
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the book of Kat08 for the proofs. We denote by K ( ... ) the theorem ( ... ) 
in Kato's book. In the following statements (where only the numbers of 
the equations and some symbols have been modified with respect to Ref. 
2) C(X) means the set of closed operators from X to X and a holomorphic 
family of operators T(",) of type (A) is 8 such that D(T(",)) = D (indepen­
dent of "') and T(",)u is holomorphic in '" for every u E D. We also recall 
the notion of relative compactness used in the following statements. Let T 
and a be operators with the same domain space X (but not necessarily with 
the same range space). Assume that D(T) C D(A) and for any sequence 
Un E D(T)) with both Un and TUn bounded, AUn contains a convergent 
subsequence. Then A is said to be relatively compact with respect to T or 
simply T -compact. 

(K.IV.5.35) Theorem. The essential spectrum is conserved under a relatively 
compact perturbation. More precisely, let T E C(X) and let A be T -compact. 
Then T and T + A have the same essential spectrum. 

(K.VII.2.6) Theorem. Let T be a closable operator from X to Y with D(T) = 
D. Let T( n) , n = 1, 2, ... be operators from X to Y with domains containing 
D and let there be constants a, b, c :::: 0 such that 

(2.24) II T(n)u II~ cn-1(a II u II +b II Tu II), (UED, n=1,2, ... ). 

Then the series 

(2.25) T(",)u = Tu + ",T(l)u + ",2T(2)U + ... (u ED) 

defines an operator T(",) with domain D for 1"'1 < l/c. If 1"'1 < (b + 
c)-l,T(",) is closable and the closures T(",) for such", form a holomor­
phic family of type (A). 

(K.VII.2.1) Remark. The form of the condition (2.24) is chosen so as to be 
particularly convenient when T(2) = T(3) = ... = O. In this case we can 
choose c = 0 if 

(2.26) II T(1)u II~ a II u II +b II Tu 1I,(u ED) .... 

(K.VII.1.8) Theorem. If T(",) is holomorphic in '" near", = 0, any finite 
systems of eigenvalues Ah("') ofT(",) consists of branches of one or several 
analytic functions that have at most algebraic singularities near", = O. 
The same is true of the corresponding eigenprojections and eigennilpotents 

Qh("')' 

We now prove the following theorem. 
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(7.2.5) Theorem. The spectrum a(L) of the operator L is made up of a 
discrete and an essential spectrum: the former is contained in the inter­
val (-Va, 0], where va = v(O) = 4(27r)-1/2, while the latter coincides with 
(-00, -vol. 

Proof. This result follows from a particular case of Theorem K.IV. 5.35, 
i.e., Weyl's theorem on the perturbation of a self-adjoint operator8 [the 
multiplication by -v(IW) by a compact operator (K)], and Theorem 2.1. 

o 

Before ending this section we prove a result on the nonlinear term 
r(h, h) or the correponding bilinear operator r(g, h) defined in Eq. (1.5). 

(7.2.6) Lemma. The projection of r(g, h) on the null space of L vanishes 
and there exists a constant c 2: ° such that 

(2.27) " [v(~)l-l r(h,g) II::; C " h "" 9 " 

in L? for any {3 2: 0. 

Proof. The first part of the statement is obvious (because of the properties 
of Q (f , g) j the second part follows from the fact that I 9 I ::;" 9 " (1 + 
1~12)-/3/2and hence for any piece ri (i = 1 - 4) in which we can split 
r(= r1 + r2 - r3 - r4) we have: 

" [v(~)rl ri(g, h) " 

(2.28) ::;" R-l[v(~)rlQ(R(1 + 1~12)-/3/2,R(1 + 1~12)-/3/2)" "h" "g" 
::;" (1 + 1~12)-/3/2 " " h " " 9 ,,= C " h " " 9 II 

where we have noted that, e.g., 

(2.29), 
(1 + 1(12)-/3/2(1 + 1~:12)-/3/2 ::; (1 + WI2 + 1~:12)-/3/2 

::; (1 + 1~12 + 1~;)-/3/2 ::; (1 + 1~12)-/3/2 

and this concludes the proof. 

Problems 

1. Prove (2.15) and find explicit values for Va and VI. 

o 

2. Prove that for any positive r, j(~, v) = exp ( - 1161v12)(1 + 1~12Y(1 + 
I~ + vI 2 )-r ::; constant. (Note that if I~ + vi ::; Ivl then I~I ::; 21vl and if 
I~ + vi 2: Ivl then I~I ::; 21~ + vi . In the first case one can easily prove 
that j(~, v) ::; (64ryj in the second case that j(~, v) ::; (4t). 
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3. Prove that (1 + lel2) J J(1 + le.1 2)-rle - e.1 exp[-OeI2 + le.12)/4] is 
uniformly bounded in e, for any s, r ~ O. 

4. Prove that II K(1 - XR) 11< C(l + R)-l -+ 0 (R -+ 00). 

7.3 Spectral Properties of the Fourier-Transformed, 
Linearized Boltzmann Equation 

We want to look for a solution of the Cauchy problem ofEq. (1 .3) in ~ or in 
a periodic box. As a preliminary step we consider the linearized Boltzmann 
equation, obtained by neglecting the nonlinear term in Eq. (1.3): 

(3.1) 

We first consider the case of ~ and use the Fourier transform in x: 

(3.2) 

Then k satisfies 

(3.3) 

or, for short: 

(3.4) 

where 

(3.5) 

ok ~ ~ 
- +i{·kh= Lh at 

ok = B(k)k 
at 

B(k) = L - i{· kI = K - O'({; k)I. 

Here O'({; k) is a function given by 

(3.6) O'(e; k) = v(1 {I) + ik· { . 

Let us consider k as a parameter so that we deal with L2(!R3 ) for the 
moment. We want to study the semigroup T(t; k) generated by B(k). The 
first result is the following. 
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(1.3.1) Lemma. The operator B(k) with domain D(B(k)) = {f(~) : f E 
L2, 1~lf E L2} is an unbounded operator with domain dense in L2, gener­
ating a strongly continuous semigroup T( t; k) with 

(3.7) IIT(t; k)11 ~ 1. 

Proof. The multiplication operator S(k) = -O'(~; k)I generates the strongly 
continuous semigroup 

(3.8) U(t; k) = exp[-O'(~; k)t]I. 

B(k), being a compact perturbation of S(k), generates a strongly continu­
ous semigroup T( t; k) in L2. Estimate (3.7) follows because L is self-adjoint, 
nonpositive, and -ik . vI antisymmetric. 0 

We note that this theorem establishes the existence of a unique solution 
of the Cauchy problem for the linearized Boltzmann equation in L2; in fact 
if the initial condition is h(O) = ho, thenh(t) = T(t)ho where T(t)ho is the 
inverse Fourier transform of T(t; k)ho, where ho is the Fourier transform of 
ho· 

We shall now study the asymptotic behavior of T(t; k) when t -+ 00. 

To this end it is useful to recall the representation of T(t; k) in terms of its 
Laplace transform R(A; k), which equals the resolvent of B(k): 

(3.9) R(A;k) = (M - B(k))-l. 

The mentioned representation reads as follows: 

(3.10) 1 l"Y+io 
T(t; k)h = -. s- lim exp(At)R(A; k)hdA 

27l'~ 0-+00 "Y- io 

(t, "y > 0, h E D( B( k)). This is a formal relation that we shall presently 
justify. To this end, we need a few results concerning the operator R( A; k) . 
We shall write ReA and ImA for the real and imaginary parts of a complex 
number A. The first result is given in the following lemma. 

(1.3.2) Lemma. For any fixed k, the operator R(A; k) is an analytic function 
of A in the half-plane ReA;::: -110 + f. (f. > 0) with the exception of a 
finite number of poles of finite multiplicity {)..j(k)}. These poles satisfy the 
following conditions: 

1) ReAj(k) ~ 0 and ReAj(k) = 0 implies A = k = O. 
2) IlmAj(k)1 ~ c(f.). 
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Proof. R( >.; k) can be expressed as follows 

R(>.; k) = (>.J - B(k))-l = (>.J - S(k) - K)-l 

=(1 - R(>.; k)K)-lR(>.; k) 
(3.11) 

where R(>.; k) = (>.J - S(k))-l = (>. + a(e; k))-l I is the multiplication by 
a function, analytic in >. for>. > -1/. Since K is compact, (1 - R(>.; k)K)-l 
exists as a bounded operator with the exception of count ably many isolated 
points. Eq. (3.11) shows that R(>.; k) has the same property. In addition the 
points where R(>.; k) is unbounded are those for which there is a function 
'Ij; =I- 0 such that R(>.; k)K'Ij; = 'Ij; or 

(3.12) B(k)'Ij; = >.'Ij;. 

Condition 1) follows from direct calculation of Re>. from this equation. Fur­
ther the compactness of K implies that the eigenvalues can only accumulate 
near the line Re>. = -I/o; this implies that for Re>. 2 -I/o + € (€ > 0) there 
is only a finite number of eigenvalues and condition 2) holds. 0 

Further information on R( >.; k) is provided by 

(7.3.3) Lemma. For any € > 0 II KR(>.; k) 11-+ 0 for Ik 1-+ 00 , uniformly 
for Re>. 2 -I/o + € and II KR(>.;k) 11-+ 0 (11m>' I -+ 00) uniformly for 
Re>. 2 -I/o + € and k such that Ikl < ko , for any fixed ko > O. 

Proof. In fact, if XR(e) is the characteristic function of the ball lei :::; R, then 
the square-integrability of the kernel of K implies (Schwarz's inequality): 

(3.13) II KXRR(>.; k) II:::; C(l I>' + ik· e + l/(e)I-2~)1/2 . 
lel<R 

The last integral can be subdivided into two contributions, one ex­
tended to the subset 11m>. + k . el :::;1 kl8 (8 > 0) and the other to the 
complement of this subset in lei < R. The first subset is not larger than 
a parallelepipedon with two edges of length R and the third of length 28, 
so that its measure is less than 2R28 and in it the integrand is less than 
€-2, while the second set has measure less than 411" R3 /3 and the integrand 
is certainly not larger than (lkI8)-2. Hence 

(3.14) II KXRR(>'; k) II:::; CR[€-28 + R(lkI8)-2]1/2. 

If we choose 8 = (R/lkI)2/3 we have 

(3.15) 
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On the other hand, Eq. (2.23) gives (thanks to " R(A; k) ,,~ €-l): 

If we put together the two estimates and choose R = IkI 1/ 6 , we obtain the 
first statement of the lemma. To prove the second one, let IlmAI ~ 2koR. 
Then lImA + k . ~I ~ IlmAI/2 whenever Ikl ~ ko and I~I ~ R, so that for 
ReA> -Vo + €, 

We can now choose here and in (3.16) R = IlmAI 2/ 5 , which is possible for 
IlmAI ~ (2ko)5/3, since we have chosen IlmAI ~ 2koR. 0 

To proceed further, we need this lemma. 

(7.3.4) Lemma. For any "( = ReA> -Vo, we have 

Proof. If we recall the representation 

(3.19) R(A; k) = 100 
exp( -At)U(t; k)dt (ReA> -vo) 

and denote by X+(t) the Heaviside step function, we have 

(ReA> -vo) which shows that, for a fixed value of ReA, R(A; k) is the 
Fourier transform (in the variable ImA) of the function of t 

Then Parseval's equality gives 

(3.21) l~:;{j " R(A; k)h ,,2 dA = 27r 100 
" U(t; k)h 112 exp( -2"(t)dt. 

Since II U(t; k)h II~" h " exp( -vot), the lemma follows. o 
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According to Lemma 7.3.2, at the right of the line ReA = -/)0 + E 

(E > 0) there is only a finite number of eigenvalues Aj and they can be 
numbered as 

(3.22) 

We shall denote by Pj the projector on the eigenspace of B(k) correspond­
ing to the eigenvalue Aj. If the eigenvalue is not simple, we denote by mj 
its multiplicity. In this case we only know that B(k) - AjI is nilpotent of 
rank mj on the functions Pjf obtained by projecting on the associated 
subspace of dimension mj, but, in general, the functions of this subspace 
are not eigenfunctions of B(k), because the associated matrix will in gen­
eral be a "Jordan block." We remark that, in principle, we should write 
Aj(k) , Pj(k), ... in place of Aj, Pj , ... , but we shall do this only after the 
proof of Theorem 7.3.5, when we shall discuss the dependence of these 
quantities upon k. 

Let us denote by P the projector on the subspace spanned by all the 
Pj, i.e., 

(3.23) 

We can prove the following. 

(7.3.5) Theorem. Assume (for a given E) that ReAj =f. -/)0 + Eo Then 

(3.24) 
r ffij k 

T(t; k)P = 2)exp(Ajt)(Pj + I: ~! QJ) 
j=1 k=1 

(3.25) II T(t; k)(I - P) II:::; C exp[( -/)0 + E)t]. 

Here the Qj are nilpotent opemtors associated with the Jordan block corre­
sponding to the eigenvalue Aj and C is a constant independent of k. More 
precisely (see Kat08 , p. 181) they are the residue of - (A - Aj)R(A; k) at a 
multiple pole of R(A; k). 

Proof. The inverse Laplace transform for T(t; k) is given by Eq. (3.10), 
which is no longer formal because of the estimate (2.18) . Further, we have 

(3.26) 
R(A; k) = (M - B(k))-1 

= (M - S(k) - K)-1 = R(A; k)(I - KR(A; k))-1 

and hence 
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(3.27) R()"; k) = R()"; k) + R()"; k)KR()..; k) 

and using again Eq. (3.26) on the right-hand side of Eq. (3.27): 

(3.28) R()"; k) = R()"; k) + R()"; k)[I - KR()"; k)]-l KR()"; k). 

Then 

(3.29) 

1 j'l'+i6 _ 
T(t; k)h =U(t; k)h + -2 .s- lim exp()..t)R()"; k) 

7l"Z 6->00 'l'-i6 

X [I - KR()..; k)t 1 KR()"; k)hd)" 

(r > 0). We now shift the integration line from Re).. > 0 to Re).. = -Vo + f. 
Since the integrand has only poles in Re).. 2: -Vo + f, we have 

j
'l'+i6 

'l'-i6 exp()..t)R()..; k)[1 - KR()"; k)]-l KR()"; k)hd)" 

r 

(3.30) = 27l"i L ~\s exp()..t)R()..; k)[I - KR()"; k)t 1 KR()"; k)hd)" 
j=l 3 

j -vo+e+i6 

+ -vo+e-i6 exp()..t)R()..; k)[1 - KR()"; k)t 1 KR()"; k)hd)" + Z 

where 

(3.31) 

j 'l'+i6 1'l'-i6 
Z = ( - )exp()..t)R()..; k)[1 - KR()"; k)t 1 KR()"; k)hd)". 

-vo+e-i6 v(O)+e+i6 

In order to evaluate the residues in Eq. (2.30), we first remark that, 
because of (3.28), they are the same as the residues of R()..; k) (since )..j is 
in the resolvent set of S). Then, because of the expansion of the resolvent 
(Kato8 , p.181), the following result follows: 

Res exp()..t)R()..; k)[1 - KR()"; k)]-l KR()"; k) 
A=Aj 

(3.32) mj t k 

= ~es exp()..t)R()..; k) = (exp()"jt)(Pj + L k' Qj). 
~~ ~l . 

Next, because of Lemma 3.3, which also implies the boundedness of [I -
KR()"; k)]-l for 1m).. sufficiently large, and since for Re).. > -Vo: 

(3.33) II R()..; k) 11=11 ().. + ik· ~ + V(~))-l 1 II:::: (Re).. + VO)-l 
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II z II~ 0 when b ~ 00. Finally, since (by assumption) there are no eigen­
values on ReA = -I/o + E, II [I - KR(A; k)]-1 liS; C on any compact set of 
that line and, because of the second statement of Lemma 3.3, on the entire 
line as well, with C independent of k. Then, for any h, g E L2: 

(3.34) 

j -1I0 +£+iO 

I( -1I0+£-iO exp(At)R(A; k)[I - KR(A; k)t1 x KR(A; k)hdA, g)1 

S; exp[-(I/o - E)t]jO I(R( -I/o + E + iT; k) 
-0 

x [I - K( -I/o + E + iT; k)t1 KR( -I/o + E + iT; k)dT,g)1 

S;C II K II exp[-(I/O - E)t] iOo II R( -I/o + E + iT; k)h II 

x II R(-I/O+E-iT;k)g II dTI· 

Then, because of Eq. (3.18) the last integral is majorized by 1l'(-y + 
1/0)-1 II h IIII g II. This implies not only the convergence (for b ~ 00) of the 

operatorJ~:~::~:: exp(At)R(A; k)[I - KR(A; k)]-1 KR(A; k)dA in the weak 
operator topology, but also that its limit satisfies: 

(3.35) 
II i~:::~:~oo exp(At)R(A; k)[I - KR(A; k)t1 KR(A; k) II 

S;Cexp[-(l/o - E)t] (t E 3?+). 

If we combine the estimates we obtain the theorem. o 

This important result was first obtained by Ukai14 and is a key result 
for the treatment of the study of the asymptotic behavior of the linearized 
Boltzmann equation and of the existence theory for the weakly nonlinear 
Boltzmann equation. 

The next step is due to Ellis and Pinsky5 (see also McLennan lO and 
Arsen' ev3 ): 

(7.3.6) Theorem. One can find positive numbers ko and 0'0 « I/o) and 
functions JLj(lkl) E COO([-ko, ko]), j = 0,1, ... ,4 such that 
a) for any k E ~ with Ikl S; ko, there are five eigenvalues Aj given by 
Aj(k) = JLj(lkl) where 

(3.36) (kl ~ 0) 

and JLY) E 3? and JLJ2) E 3?+ . In addition 

Pj(k) = p;o)(k/lkl) + IkIPP)(k/lkl) 

(3.37) 
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for j = 1,2, ... ,5, where Pj(O) are orthogonal projectors and 

5 

(3.38) Po = LPjO)(k/lkl) 
j=1 

does not depend on k/lkl and is the projector on the five-dimensional 
eigenspace of the collision invariants. 
b) for any k E l1P with Ikl > ko, there are no eigenvalues with ReA:::; -0'0' 

Proof. The fact that the eigenvalues only depend upon Ikl follows from the 
fact that the linearized collision operator commutes with any rotation n of 
lR3 and nk· nt, = k .~; hence if cp(~; k) is an eigenfunction corresponding 
to an eigenvalue A, then cp(nt,; nk) is an eigenfunction corresponding to 
the same eigenvalue, which thus can only depend on Ikl. Please note that 
the eigenfunction itself and the corresponding projector do not generally 
depend on Ikl alone, contrary to what is stated sometimes. We can now 
replace k by /'i,e (where e = k / /'i, is a unit vector and /'i, is ± I k I) and look 
for a solution depending analytically on /'i" according to Theorem K.VI.1.8 
on the analytic perturbations of linear operators8 in L2, which, according 
to Theorem K.VII.2.6 and Remark K.VII.2.7, applies here, because there 
is a constant M, such that lie· ~h II:::; M(II h II + II Lh 11); thus the 
eigenvalues are analytic functions of /'i,. In particular, since for /'i, = 0 there 
are five eigenfunctions corresponding to the zero eigenvalue, for a sufficiently 
small /'i, there will be five eigenvalues (which may be distinct or not) whose 

expression will be given by Eq. (3.36). In order to show that 11;1) E ~ we 
remark that the operator B(k) is invariant with respect to the product CP 
of the operations P of changing /'i, into -/'i, and C of taking the complex 
conjugate; the same invariance applies to the eigenvalues, and this proves 
that I1Y) E R To prove that 11;2) E lR+, we remark that if 'l/Jj are the 
normalized eigenfuctions, then 'l/Jj(/'i,) = 'l/Jj(O) + /'i,'l/Jj(O) + /'i,2'I/J/'(0)/2 + ... 
and hence: 

Aj = ('l/Jj, B(k)'l/Jj) = ('l/Jj,L'l/Jj) - i/'i,('l/Jj, e· ~'l/Jj) 

= ('l/Jj(O), L'l/Jj(O)) + /'i,('l/Jj(O), L'l/Jj(O)) + /'i,('l/Jj(O), L'l/Jj(O)) 

(3.39) + /'i,2( 'l/Jj(O), L'l/Jj (0)) + (/'i,2 /2)( 'l/Jj (0), L'I/J/' (0)) 

+ (/'i,2 /2)( 'I/J/' (0), L'l/Jj(O)) - i/'i,( 'l/Jj (0), e . ~'l/Jj (0)) 

- i/'i,2( 'l/Jj (0), e . ~'l/Jj (0)) - i/'i,2( 'l/Jj (0), e . ~'l/Jj (0)) + 0(/'i,3). 

Since, however, the functions 'l/Jj(O) are collision invariants, many of the 
scalar products above are zero and we are left with: 

(3.40) 
Aj = - i/'i,('l/Jj(O), e· ~'l/Jj(O)) + /'i,2('l/Jj(0), L'l/Jj(O)) 

- i/'i,2 [('l/Jj (0), e· ~'l/Jj(O)) + ('l/Jj(O), e· ~'l/Jj(O))l + 0(/'i,3). 
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We now remark that the term in square brackets is real (since the factor e·~ 
is self-adjoint, the two terms in the brackets are complex conjugate of each 
other); but this would imply that Aj is not invariant with respect to CP, 
as it must be by the above argument, unless the term in square brackets 
vanishes. Our final expression for Aj will thus be 

(3.41) 

This now coincides with Eq. (3.36) and indeed the coefficient of ",2 is nega­
tive because of the properties of the linearized collision operator. (Note that 
'l/Jj(O) cannot be a collision invariant because £'l/Jj(O) = i[e· ~ - ('l/Jj(O), e . 
~'l/Jj(O))l'I/Jj(O) i- 0). 

Finally since the spectrum of B(k) is discrete and depends analytically 
on "', we can obtain (3.37) and (3.38); the latter is obvious and the former 
follows from the fact that analyticity allows us to take a purely imaginary 
'" and obtain a self-adjoint operator B(",e), for which diagonalizati'On is 
P'Ossible (with'Out J'Ordan blocks). 

In order t'O prove b), we first prove that for any 8 > 0, there exists 
ko = ko(8) such that whenever Ikl < ko and A is in the discrete spectrum 
of B(k), the following holds: 

(3.42) ReA ~ -0"1 implies IImAI ~ 8 

(3.43) ReA ~ -J-L/2 implies IAI ~ 8 

where -J-L is, among the nonzer'O eigenvalues of £, the closest t'O the 'Origin, 
while 0"1 is any real number between J-L and v(O). 

In fact if (3.42) is violated, then, for some 8 > 0, there exists a se­
quence of real numbers {kn } converging to zero, a corresP'Onding sequence 
'Of eigenvalues {An}, and a sequence {hn}, of £2-functions (with unit norm) 
such that: 

(3.44) 

(3.45) 

Let us show that limlImAnl < +00 . In fact, Eq. (3.44) states that 

(3.46) 

Since K is compact, we may assume that Khn -+ 9 in £2, by choosing 
a subsequence, if necessary. Now if IImAnl converged to +00, we would 
have, from (3.46), that hn should converge to zero, in contradiction to 
II hn 11= 1. Hence for some C, there are infinitely many indices n such 
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that 8 < IImAnl ~C. Since 0 2: ReAn 2: -0'1, we may extract a convergent 
subsequence {An} with limit A such that ImA =1= O. Taking the limit in Eq. 
(3.46), we obtain that hn has a nonzero limit in L2, which satisfies 

(3.47) Kh = (A + v(~))h 

and this, because of the self-adjointness of L implies ImA = 0, a contra­
diction that proves (3.42). To prove (3.43), we proceed in a similar way: 
if (3.43) is violated, then, for some 8 > 0, there exists a sequence of real 
numbers {kn } converging to zero, a corresponding sequence of eigenvalues 
{An} and a sequence {hn } of L2-functions (with unit norm) such that Eq. 
(3.44) holds with 

(3.48) 

Because of (3.42), which we have just proved, IImAnl ~ 8 and we can extract 
a subsequence {An} converging to a real A with -IL/2 ~ A ~ -8. Taking 
the limit in Eq. (3.46), we obtain, as above, Eq. (3.47). Since A =1= 0 and L 
is self-adjoint, h must be orthogonal to the null space of Lj but this would 
imply, by the definition of IL, A < IL, a contradiction that proves (3.43). 

In order to finish the proof, let us show that there is a neighborhood 
Nl x N2 of the origin in R x C, such that if A = A(Ke) (e E S2) with K E Nl 
and A E N2 , then A is one of the five eigenvalues discussed in part a) of 
the theorem. Let us define H = v-I K - v- l /2 P.,vl /2 , where P., projects on 
the subspace spanned by the eigenfunctions of v- l / 2 K v- l / 2 corresponding 
to a unit eigenvalue. Clearly, H is compact. Also H cannot have A = 1 as 
eigenvalue. Otherwise there would be a function h such that Hh = h or 

(3.49) 

Then projecting upon the null space of L we obtain that v l / 2 h is orthogonal 
to the range of P., (Problem 1). Since P., is a projector this implies that 
p.,(vl / 2 h) = 0 and because of Eq. (3.49) h must be in the null space of Lj 
this together with P.,(V l / 2h) = 0 implies h = 0 (Problem 2) and A = 1 is 
not an eigenvalue of H. 

Let us now prove that there exists a neighborhood Nl xN2 of the origin 
in RxC such that for (K, A) E Nl xN2, the operator I -(v+ik'~+A)-lvH is 
invertible. The operator (v+ik·~ +A)- lvH, being the product of a bounded 
operator by a compact operator, is compact. By the Fredholm alternative 
it is then sufficient to prove that there is no function h such that 

(3.50) h= (v+ik ' ~+A)-lvHh 
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for k and A sufficiently small. Assume the contrary, i.e. that there exist 
sequences {kn}, {An} converging to zero and {hn} (II hn 11= 1) satisfying 
(3.50); since H is compact and the factor multiplying it in (3.50) is bounded 
uniformly and converges strongly to 1 when k and A converge to zero, we 
have that hn converges to some 9 (with II 9 11= 1) that satisfies the limiting 
equation Hg = g. We have shown, however, that Hg = 9 implies 9 = 0 and 
the invertibility of I - (ll + ik· ~ + A)-lllH is proved. 

We are now ready to attack the original problem B(k)h = Ah by 
rewriting it in terms of H 

(3.51) lIHh + lI1/ 2 p"lI1/2h = (ll + ik· ~ + A)h 

or 

This form of the problem gives h once P"lI1/ 2 h is known; and since P" 
has a finite range, we can compute P"lI1/ 2 h by solving a system of five 
linear algebraic equations in five unknowns, by simply projecting Eq. (3.52). 
The determinant of the system will be some analytic function of A and It, 

D(A, It). For It = 0, Eq. (3.51) is equivalent to Lh = Ah and hence in 
a neighborhood of A = 0 there will be only a fivefold degenerate zero of 
D( A, 0); by continuity, for a sufficiently small It, there will be just five zeroes 
of D(A, It) in a neighborhood of the origin in ~ x C, as was to be shown. 
This, when combined with (3.42) and (3.43) gives part b) of Theorem 7.3.6. 

o 

From this theorem and the previous one, we obtain the following. 

(7.3.7) Corollary. There is a constant C ? 0 such that 
a} for any k E ~ with Ikl ::;; ko {where ko is the same as in Theorem 7.3.6}: 

n+l 

(3.53) T(t; k) = I)exp(J.Lj(lkDt)Pj(K) + V(t , k) 
j=O 

(3.54) II V(t; k) II::;; C exp[( -lIO + f)t] (t ? 0) 

b} for any k E ~ with Ikl > ko: 

(3.55) II T(t;k) II::;; Cexp[(-lIo +f)t] (t? 0). 

The constant C in Eqs. {3.54} and {3.55} is independent of k because this 
is guaranteed by Theorem 7.3.5. 
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Problems 

1. Prove that if Pv projects on the eigenfunctions of v- 1/ 2Kv- 1/ 2 cor­
responding to a unit eigenvalue. and v1/ 2 pv v 1/ 2h is orthogonal to the 
null eigenspace of L then v 1/ 2 h is orthogonal to the range of Pv . (Hint: 
let XO = R'ljJo where'ljJo is a collision invariant; then Pv projects on the 
space spanned by ... ; then Pv(Xov 1/ 2 ) = ... and (Xov1/ 2 , v 1/ 2h) = ... ). 

2. Prove that if Pv is as in Problem 1 then Pv (xv 1/ 2 ) = 0 implies X = 0 
for any X in the null space of L. (Hint: use the details of Problem 1). 

7.4 The Asymptotic Behavior of the Solution of the 
Cauchy Problem for the 
Linearized Boltzmann Equation 

We can now establish a decay estimate for T(t), the semigroup generated 
by the operator B = L-~ . a/ax in ordinary space. To this end we introduce 
the L2-Sobolev space HS(~x) and define 

( 4.1) 

and prove the following theorem. 

(7.4.1) Theorem. For any s E ~ and q E [1,2]' there is a constant C 2': 0 
such that 

(4.2) II T(t)h IIH.::; C(1 + t)-m II h IIH.nLQ,2 

(4.3) II T(t) (I - Po)h IIH.::; C(1 + t)-m-l/2 II h IIH.nLQ.2 

where m = 3(2 - q)/4q. 

Proof. By Parseval's equality for Fourier transforms we have 

(4.4) II T(t)h II~. = J (1 + Ik 128) II T(t; k)h III2 d3 k. 

Recalling Corollary 7.3.7, we split the integral into two contributions It and 
h referring to Ikl ::; ko and Ikl 2': ko, respectively. Then h is bounded by 
exp[-2(vo - €)tlll h II~. and 

n+l 

(4.5) It ::; C(I: h,j + exp[-2(vo - €)tlll h II~J 
j=O 
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where 

1 A 2 
(4.6) I j ,1 = exp(2Repj(lkl)t) II h(k,.) IIL2 . 

Ikl'Zeko 

By Theorem 7.3.6, there is a positive constant a, such that 

(4.7) (j = 0, 1, ... ,n + 1, Ikl ::; ko). 

Then by Holder's inequality 

where (l/p' + l/q' = 1). The integral is majorized by 

[ exp( -aq'lkI 2t)dk 
Jlkl~ko 

::; exp[aq'lkoI2] J exp[-aq'lk 12 (1 + t)]dk ::; C(l + t)-3/2 
(4.9) 

while the norm in (4.8) is majorized, thanks to a well-known interpola­
tion inequality for the Fourier transform12, by (27r)2-2/P' 1111 h 11£2111.::; 
(27r)2-2/P' 1111 h IIL.1I12= (27r)2-2/p ' II h 111.,2, with q = 2p'/(2p' -1), 
which proves (4.2). (Here we have used the fact, that, by convexity, 

for q ::; 2). To prove (4.3) we proceed in the same way, but now we take 
into account that we get an extra factor Iklq' in the integral estimated in 
Eq. (4.9), thanks to Theorem 7.3.6; this leads to an exponent 3/2+q'/2 in 
place of 3/2 and hence to an exponent 3/(2q') + 1/2 in the final estimate 
(in place of 3/(2q'). 0 

(7.4.2) Remark. The exponent m = 3(2 - q)/4q in the previous theorem is 
larger than 1/2 if q E [1,6/5) and takes the maximum value 3/4 for q = 1. 

The result that we have just proved indicates that the solution decays 
in time and that the component orthogonal to the collision invariants decays 
just a little bit faster. Since we want to use this result as a tool for attacking 
the weakly nonlinear problem, we must face the problem that r(h, h) is not 
well defined in H s , but it is, as will be shown in the next section, in the 
space H s ,(3 defined by: 

(4.10) 
hE Hs,(3 '* h E L~cOR~,HS(!R3x)), 

II h Ils,(3= sup(l + 1~12)(3/2 II h(-,~) IIHS(R3) < 00. 
e 
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Hence, before proceeding further, we translate the decay estimate, which 
we have just found, into Hs ,/3, as first suggested by Grad6 . Let us set 

(4.11) Ihl m,s,/3 = sup(l + t)m II h(t) IIs,/3 
t~O 

and prove the following. 

(7.4.3) Theorem. Let q E [1,2]'s E 'R,(3 ~ 0 and m = 3(2 - q)/4q and 
h = h(x,~) a function of Hs n LQ,2 n Hs,/3' Then there is a constant C ~ 0 
such that, for any h: 

(4.12) IT(t)(J - Pothlm+n/2,8,/3 < C II h IIH.nLQ,2nHS ,i3 • 

Proof. This result can be obtained from the circumstance that the semi­
grOllP U(t) generated by the operator A = -~. a/ax - /I(~)J is related to 
the semigroup T(t) generated by the full Boltzmann operator B = A + K, 
through 

(4.13) T(t)g = U(t)g + lot U(t - s)KT(s)gds. 

Here 9 ("the initial data") is a function of x, ~ belonging to some Banach 
space, such as those used before. Eq. (4.13) is nothing other than the inte­
gral form of Eq. (3.1), obtained by rewriting the latter as 

(4.14) 
ah ah - + ~ . - + /I(~)h = Kh at ax 

and integrating along the characteristic lines of the left-hand side. Let us 
put 

( 4.15) Ihlm,x = sup(l + t)m II h(t) IIx , 
t~O 

a special case of which is Eq. (4.11). We are now going to exploit Theorem 
7.2.4 and the fact that II U(t) II:::; exp( -/lot) in both Hs and Hs,/3' Then 
Eq. (4.13) readily gives (see Problem 1): 

(4.16) IT(t)glm,X :::; C II 9 IIx +IT(t)glm,y 

for the pairs X = Hs,o, Y = Hs, and X = Hs,/3+l, Y = Hs,/3, (3 ~ O. This 
permits an iterative use of this formula with respect to (3 to show that it 
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also holds for X = H s,{3, Y = Hs (13 :::: 0). The proof is now complete, 
because Theorem 7.4.1 gives an estimate of II T(t)g Ilm,H.. 0 

A problem we have to face when dealing with the nonlinear problem is 
that r(h, h) is not bounded in Hs ,{3' In order to circumvent this difficulty, 
we shall need the smoothing properties of time integration, in the form of 
the following. 

,(7.4.4) Theorem. Let 0 :s; m' =j:. 1/2, s E R,f3 :::: 0, and 0 < m < 
min (2m', 5/4, 2m' + 1/4). Then 

(4.17) IGhlm,s ,{3 < C(lh2m/,s,{3 + IvhI2m/,H.n£l.2) 

where 

(4.18) Gh = lot T(t - s)(1 - Po)vh(s)ds. 

Proof. For any a :::: 0 we have 

(4.19) (n = 0, 1) 

where 

(4.20) Gnh = lot U(t - s)(I - Potvh(s)ds (n = 0, 1). 

In fact, we have, taking the norm in HS(~), 

II Gnh IIH'(!R~) 

:s; lot exp[-v(e)(t - s)] 

(4.21) (I - Potv(O II h(·, e, s) IIHB(!Ri) ds 

:S;C lot exp[-v(e)(t - s)]v(e)(l + s)-m(l+ I eI2)-f3!2Ihlm,s,{3dS 

:S;C(1 + t)-mlhlm,s,{3(1 + leI 2)-{3/2 (n = 0, 1) 

where we have used the fact that 1 - Po is a bounded operator. Eq. (4.19) 
now easily follows. In order to obtain (4.17), we remark (see Problem 1) 
that 

(4.22) Gh = Glh + Go([v(.)]-l KGh) 

and, proceeding as in the proof of (4.16), we obtain (for any m :::: 0): 
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(4.23) IGhlm ,s,,B ~ C(IG1hlm,s,,B + IGhlm,HB). 

Combining this with Theorem 7.4.1 (for q = 1) yields (4.17). o 

Problems 

1. Prove (4.16). 
2. Prove (4.22) (first differentiate, use the relation between the generators 

of T and U, and then integrate again). 
3. Complete the proof of Theorem 4.4 by showing that Eq. (4.23) and 

Theorem 4.1 yield Eq. (4.17). 

7.5 The Global Existence Theorem for the 
Nonlinear Equation 

We now have all the preliminary results to be used to solve Eq. 1.3. Using 
the operator G defined in Eq. 4.18, we can write the corresponding integral 
equation in the following form: 

(5.1) h(t) = T(t)ho + G([v(.)r1 r(h, h))(t) == N(h)(t) 

where Lemma 7.2.6 was taken into account. Eq. (5.1) shows that we must 
find a fixed point of the nonlinear mapping N. To this end, we first need 
the following lemma. 

(7.5.1) Lemma. Let m ;::: 0, s > 3/2, and f3 > 2. Then there is a constant 
C ;::: 0 such that 

Proof. The theorem is a consequence of the following three facts: (i) Hs,,B is 
a Banach algebra (i.e., a Banach space closed with respect to multiplication) 
for s > 3/2; (ii) Hs is continuously imbedded in H1,,B if f3 > 3/2; (iii) if h, 9 E 
L2, then uv E L1 (this is applied to the dependence on x). Consequently 
the lemma follows from Lemma 7.2.6. 0 

Let us take q E [1,2] and set m = m' = 3(2 - q)/(4q) so that the 
conditions of Theorem 7.4.4 are satisfied. Combining Theorems 7.4.3 and 
7.4.4 with Lemma 7.5.1, we see that the operator N appearing in Eq. (5.1) 
satisfies: 
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(5.3) 
IN(h)lm,s,,B :::; CO II ho IIH •. pnLQ,2 +Cllhl~,s,,B 

INCh) - N(g)lm ,s,,B :::; C1(lhlm,s,,B + Iglm,s,,Blh - glm,s,,B)' 

This shows that N is contractive if ho is sufficiently small. We have thus 
proved the following theorem. 

(7.5.2) Theorem. Let q E [1,2], s > 3/2, and {3 > 2. Then there are positive 
constants Co and Cl, such that for any ho with 

(5.4) 

Eq. {5.1} has a unique global solution h E Loo([O, oo)j Hs,,B) satisfying 

(5.5) (m = 3(2 - q)/(4q) . 

This result was proved independently by N. B. Maslova and A. N. 
Firsov9 , Nishida and Imaill , and Ukai13 , after the paper by Ukai14 had 
given the basic results on the weakly nonlinear Boltzmann equation. In 
the latter paper Ukai had actually given a deeper result proving that the 
solution is more regular than proved in Theorem 7.5.2 and is actually a 
classical solution of the Boltzmann equation. In order to discuss this result, 
we define 

(5.6) Hs,,B = {h E Hs,,Bj II [1 - XR(I~I + Ikl)]h Ils ,,B~ ° as R ~ oo} 

where k is the variable conjugate to x in the Fourier transform. Ukai and 
Asano16 proved the following facts: (i) U(t) and hence T(t) are, for any s 
and {3, Co-semigroups on Hs,,B, although not in Hs,,B, with the domains of 
the generators related by: 

(5.7) 

Also 
(5.8) 

D(A) = D(B) :J Hs+1,,B+1' 

[v( .)t1r(.,.) maps Hs,,B x Hs,,B into Hs,,B if s> 3/2,{3 ~ 0. 

It follows that N(h) E CO([O,oo)jHs,,B) if hE CO([O,oo)jHs,,B) and if ho E 
Hs,,B' Eq. (5.7) with s -1, {3 -1 in place of s, {3 then leads to Theorem 7.5.3. 

(7.5.3) Theorem. Let h, ho be as in Theorem 5.2. If, in addition, ho E Hs,,B, 
then h E CO([O,OO)j Hs ,,B) nC1([0,00)j Hs-1,,B-l) and is a classical solution 
of Eq. {1.3} with initial value ho and hence f = M + Ml/2h is a classical 
solution of Eq. {1.1}. 
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Since H s ,f3 E Hs -.,f3-. for any E > 0, the previous two theorems lead 
to the following. 

(7.5.4) Theorem. Let h, ho be as in Theorem 7.5.2. Then 

hE Loo([O, 00); Hs,(3) n CO([O, 00) ; Hs-.,f3-.) n C1([0, 00); Hs- 1-.,f3-1-.) 

(E > 0) and is a classical solution of Eq. {l.3}, and hence f = M + Ml/2h 
is a classical solution of Eq. {l.1}. 

This is the theorem originally given by Ukai13,14; the conciseness of his 
papers and the fact that many readers did not appreciate the meaning of 
the "-E" in the subscripts of Theorem 7.5.4 generated the rumor, unfortu­
nately echoed by some of the books on kinetic theory, that the statement 
of Ukaill ,14 was not completely correct, but this, as we have seen, is not 
the case. 

7.6 Extensions: The Periodic Case and Problems in 
One and Two Dimensions 

It is easy to see that the previous arguments also provide the global exis­
tence for the Cauchy problem for Eq. (1.3) when the solution is looked for 
in a box with periodicity boundary conditions. This result has a physical 
meaning because the solution of the problem in a box with specular reflec­
tion can be reduced7 to that with periodicity conditions by considering 23 

contiguous boxes, each of which is the mirror image of the neighboring ones 
(Problem 1). 

In the periodic case, it is natural to use the Fourier series instead of 
the Fourier integral. The proof is actually simpler because k is never close 
to the origin (unless k = 0). Then Theorem 7.4.1 simplifies because the 
projection onto the subspace spanned by the collision invariants does not 
decay in time and the remaining part decays exponentially. We remark 
that the reason for the decay is different in the two cases. In a bounded 
domain, the dissipativity of L has a crucial role together with the fact 
that the natural basis for representing the space dependence of the solution 
is discrete (a Fourier series replaces the Fourier integral). In the case of 
?J?3 the dispersion properties of the free-streaming operator ensure a decay 
(although not exponential) in time. 

In fact Theorem 7.4.1 is now replaced by the following. 

(7.6.1) Theorem. For any s E ~, there is a constant 0"0 > ° such that 

(6.1) II T(t)h IIHs::; C II h IIHs 
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(6.2) II T(t) (I - Po)h IIH. ~ C exp( -aot) II h IIH. 
where C ~ 0 is independent of u and t ~ O. 

Here, of course, Hs = L2(~3{;HS(T~)), where T~ is a three~ 
dimensional torus and (4.4) is, e.g, replaced by 

(6.3) II T(t)h II~. = L (1+ I k1 2S ) II T(t; k)h(k,.) III2 . 
kEZ3 

Similarly, the other results for the case of ~ can be translated into 
theorems for T3 to arrive at the global existence result for the periodic 
case. 

(7.6.2) Theorem. Let s > 3/2 and (3 > 2. Then there are positive constants 
Co and C1, such that for any ho with 

(6.4) 

Eq. (1.1) associated with periodicity boundary conditions has a unique global 
solution h E LOO([O, 00); Hs,(3), which, if, in addition, Poho = 0, then 
Pou(t) = 0 for all t ~ 0 and 

(6.5) supexp(aot)l h lm ,s,(3 ~ C1' 
T2:0 

For the sake of clarity, let us remark that the projection Po is taken in 
the Hilbert space L2(~{ x T~) and thus the restriction Poho = 0 is not so 
important, because it can always be satisfied by an appropriate choice of 
the parameters in the Maxwellian M. This choice is, of course, not available 
in the case of ~ { x ~ x, because the Maxwellian is constant in x and hence 
not integrable in ~3 x ' 

Theorem 6.2 is due to S. Ukai14 and was the first global existence the­
orem concerning the Cauchy problem for the space-inhomogeneous Boltz­
mann equation. 

Another important remark concerns the solution of the Boltzmann 
equation when the data, and hence the solution, depends on just one or two 
space variables. The existence theorems in bounded domains apply without 
any difficulty (see Problems 2 and 3), because one has only to restrict k 
to belong to Z and Z2 rather than to Z3. The matter is more delicate in 
one and two dimensions, because of the role played by the space dimension 
in the estimates of Theorem (4.7). As remarked by Ukai 15, however, the 
results remain valid in this case as well (see Problems 4 and 5). 
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Problems 

1. Show that the initial value problem in a box with specular reflection 
reduces to the problem with periodicity boundary conditions (see Ref. 
6). 

2. Extend the theorem on the torus T; x ~~ to T; x ~~. 
3. Extend the theorem on the torus T; x ~~ to T x x ~~. 
4. Extend the existence theorem from ~; x ~~ to ~; x ~~. 
5. Extend the existence theorem from ~; x ~~ to ~x x ~r 

7.7 A Further Extension: Solutions Close to a Space 
Homogeneous Solution 

The constructive existence theory developed so far in this book essentially 
concerns data that are space homogeneous, small perturbations of a vac­
uum, or small perturbations of equilibrium. It is natural to try to handle 
another situation, i.e., the case when the initial data are sufficiently close 
to a space homogeneous distribution, or, in other words, the case when the 
space gradients are small. 

To fix the ideas we shall consider the periodic gas, i.e., a gas in a 
three-dimensional flat torus T3. Let fo(x,O be the initial value for the 
distribution function. Then we define 

(7.1) 

and let 

(7.2) 

go(~) = r fo(x, ~)dx iT3 

uo(x,~) = fo(x,~) - go(~). 

Then one can hope to prove a global existence theorem for solutions of the 
Boltzmann equation with initial data fo, which satisfy a smallness assump­
tion on uo, on the basis of the following steps: 

Step 1 (Local theorem). Let 9 be the solution of the homogeneous problem 
with initial data go: 

(7.3) 
og 
at = Q(g,g); g(O) = go. 

If we set 

(7.4) u=f-g 
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where f is assumed to solve the Boltzmann equation with initial data fo: 

(7.5) f(O) = fo 

then u satisfies 

(7.6) 
au au 
at + ~. ax = 2Q(g, u) + Q(u, u); u(O) = Uo. 

For this problem it is conceivable to establish a local existence theorem in 
[0, tIl, where tl is as large as we want, provided Uo is small enough. 

Step 2 (Approach to equilibrium). We know (from the study of the space 
homogeneous problem) that g(t) approaches a Maxwellian Mast -+ 00. 

Step 3 (Perturbation of equilibrium). Thanks to step 2 and choosing tl in 
step 1 sufficiently large, g(tl) is simultaneously close to M and f(td. We 
can then use this circumstance to try to exploit the theory developed in 
the previous sections for solutions close to a Maxwellian in order to extend 
the solution to (tll 00). 

Unfortunately the above strategy cannot be carried out so easily, be­
cause the words "close" and "small," which we have repeatedly used, refer 
to different topologies. 

Let us analyze step 2. We know the following proposition from the 
theory of space homogeneous solutions (see Chapter 6). 

(7.7.1) Theorem. Let go E Bs(s < so) with So sufficiently large. Then 

(7.7) lim II g(t) - M Ilr= ° 
t-+oo 

(r < s) 

where M is the Maxwellian with the same conserved moments as go. 

The theorem (where Bs is the Banach space with norm II 9 11= 
sup~(l + leI2)s/2Ig(e)1) is due to Carleman4 and strengthens our analysis 
from Chapter 6. 

We remark, however, that even assuming that g is bounded by a 
Maxwellian, we do not know that the same is true for g(t). Actually, we have 
a control on the solution in spaces (such as Bs) with polynomial weights 
only. This fact is either an unexpected feature or a gap in the rather com­
plete theory for the space homogeneous Boltzmann equation. As a matter 
of fact, because of this circumstance, Steps 1 and 3 of the above strategy 
become problematic. In fact, the theory of small deviations from equilib­
rium, as discussed in the present chapter, requires a Maxwellian bound at 
t = 0, and this makes it impossible to apply this theory to the problem 
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under consideration. There is, however, a suitable decomposition of veloc­
ity space, which, when combined with the theory discussed so far and new 
estimates of the collision operator, allows us to prove the following theo­
rem, due to Arkeryd, Esposito, and Pulvirenti2 , which extends the analysis 
of the solutions close to equilibrium to the case of polynomially bounded 
perturbations. 

(7.7.2) Theorem. For fixed So and 10 sufficiently large and any s > So and 
I > 10 , we can find b, b', T > 0, such that, if Uo E HI,s with 

(7.8) II Uo 111 ,s< B, 

then there exists a unique classical solution of the Boltzmann equation f = 
M + u (where M is the Maxwellian associated with fo), where 

satisfying the bound: 

(7.10) 

The proof of this theorem is rather technical and will be omitted here. 
For the proof see the paper by Arkeryd, Esposito, and Pulvirenti2 • 

The next step in our program is the proof of a local existence theorem 
in HI ,s ' 

(7.7.3) Theorem. Under the same assumptions as in Theorem 7.7.2, let go 
and Uo be as in Eqs (7.1) and (7.2), with go E B s+1,uo E HI,s and 

(7.11) 

where tl > 0 is given and C is large enough. Then there is a unique classical 
solution f = g + u of the Boltzmann equation with initial datum fo up to 
time tl ' Moreover: 

(7.12) II u 111,s<11 Uo III,s exp(2t1Clog4) . 

The proof of this theorem is also rather technical: it is based on sharp 
estimates of the collision operator and will be omitted here. For the proof 
see the paper by Arkeryd, Esposito, and Pulvirenti2 • 

With these results at our disposal, we are now in a position to prove 
the following theorem. 
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(7.7.4) Theorem. Let go and Uo be as in Eqs {7.1} and {7.2}, with go E 
BsH , Uo E HI ,s with s > so, l > lo and so, lo sufficiently large. 
Then there is a unique positive global classical solution I = 9 + u 01 the 
Boltzmann equation with initial datum 10, where 9 solves the homogeneous 
equation and 

(7.13) u E LOO([O, 00), HI ,s) n CI([O, 00), HI-l-£,s-l-£) 

provided II Uo Ill,s is sufficiently small. Moreover, I(t) -+ M (where M is 
the Maxwellian associated with 10) in HI,s, as t -+ 00 . 

Proof The proof can be easily obtained thanks to Theorems 7.7.2 and 7.7.3. 
In fact, for fixed sand l, by Theorem 7.7.1, for any b> 0 

(7.14) II g(t) - M IIs< b/2 for t > t* 

provided t* is large enough. By Theorem 7.3 

(7.15) II I(t*) - g(t*) 111,s=11 u(t*) III,s~ b/2 

provided II Uo III,s is small enough. Finally 

(7.16) II I(t*) - M III,s~1I u(t*) III,s + II g(t*) - M III,s< b 

so that we can extend the solution to arbitrarily long times by Theorem 
7.7.2. 0 

As mentioned before, the arguments in this section are taken from a 
paper by Arkeryd, Esposito, and Pulvirenti2 . Subsequent developments are 
due to Arkeryd1 and Wennberg17 . 
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8 
Boundary Conditions 

8.1 Introduction 

If we want to describe a physical situation where a gas flows past a solid 
body or is contained in a region bounded by one or more solid bodies, the 
Boltzmann equation must be accompanied by boundary conditions, which 
describe the interaction of the gas molecules with the solid walls. It is to 
this interaction that one can trace the origin of the drag and lift exerted 
by the gas on the body and the heat transfer between the gas and the solid 
boundary. Hence, in order to write down the correct boundary conditions for 
the Boltzmann equation we need information that stems from a discipline 
that may be regarded as a bridge between the kinetic theory of gases and 
solid-state physics. 

The difficulties of a theoretical investigation are due, mainly, to our lack 
of knowledge of the structure of surface layers of solid bodies and hence of 
the effective interaction potential of the gas molecules with the wall. When 
a molecule impinges upon a surface, it is adsorbed and may form chemical 
bonds, dissociate, become ionized, or displace surface molecules. Its inter­
action with the solid surface depends on the surface finish, the cleanliness 
of the surface and its temperature. It may also vary with time because of 
outgassing from the surface. Preliminary heating of a surface also promotes 
purification of the surface through emission of adsorbed molecules. In gen­
eral, adsorbed layers may be present; in this case, the interaction of a given 
molecule with the surface may also depend on the distribution of molecules 
impinging on a surface element. 
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The first observations of the interaction of gases with solid surfaces 
(apart from early studies, which arrived at the conclusion that the gas 
does not slip on the wall under standard conditions) are due to Kundt 
and Warburg18 . They noted that the flow rates through tubes at very low 
pressures are appreciably higher than predicted by the familiar Poiseuille 
formula and attributed that effect to slip at the boundary. Maxwell23 sug­
gested that slip would be a consequence of kinetic theory and computed 
the amount of slip for a particular model of the gas-surface interaction, 
still very popular and known under his name. Smoluchowski29 described 
temperature jump in a similar way. A more systematic effort started with 
Knudsen 17. Full-scale research, however , only began about thirty years ago, 
under the impetus of space flight and thanks to the developments in high 
vacuum technology. 

We cannot deal here with the details of physical models and compu­
tations that aim at simulating the complex phenomena to which we have 
briefly alluded. We refer the interested reader to the surveys of Kuscer19 

and Cercignani7 as well as to the book y Cercignani3 . 

8.2 The Scattering Kernel 

In general, a molecule striking a surface with a velocity e' reemerges from it 
with a velocity e that is strictly determined only if the path of the molecule 
within the wall can be computed exactly. This computation is very hard, 
because it depends on a great number of details, such as the locations and 
velocities of all the molecules of the wall and an accurate knowledge of the 
interaction potential (see Sections 4 and 6). In fact an exact, or sufficiently 
accurate, calculation should be able to predict all the phenomena that we 
mentioned in the previous section. 

Hence it is more convenient to think in terms of a probability den­
sity R(e' -+ e; x, t; r) that a molecule striking the surface with velocity 
between e' and e' + dl,,' at the point x and time t will reemerge (see Fig. 
27) at practically the same point with velocity between e and e + dl" af­
ter a time interval r (adsorption or sitting time) . If R is known, then we 
can easily write down the boundary condition for the distribution function 
f(x, e, t). To simplify the discussion, the gas will be presently assumed to 
be monatomic. In addition the surface will be assumed to be at rest. We 
remark that the probability density is in general a distribution and not 
an ordinary function; this requires a suitable interpretation of the equa­
tions, which we shall write. This aspect of the matter will not be discussed 
explicitly, given the heuristic character of the present chapter. 

The mass (or number, depending on normalization) of molecules 
emerging with velocity between e and e + dl" from a surface element dA 
about x in the time interval between t and t + dt is 
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FIGURE 27. 

(2.1) d* M = !(x,~, t)I~' nldtdA~ (x E an, ~ . n > 0) 

where n is the unit vector normal to the surface an at x and directed from 
the wall into the gas. Analogously, the probability that a molecule impinges 
upon the same surface element with velocity between e and e +~' in the 
time interval between t - T and t - T + dt (T > 0) is 

(2.2) d* M' = !(x,(,t - T)I~'· nldtdA~' (x E an, ( . n < 0). 

If we multiply d* M' by the probability of a scattering event from velocity 
e to a velocity between ~ and ~ + ~ with an adsorption time between T 

and T + dT (Le. R(e ...... ~;x,t;T)~dT) and integrate over all the possible 
values of ~' and T, we must obtain d* M (here we assume that each molecule 
reemerges from the surface element into which it entered, which is not so 
realistic when T is large): 

(2.3) 

d*M=~ [OOdTl R(~'''''''~;X,t;T)d*M' 
10 ~'·n<O 

(x E an,~ · n > 0). 

Equating the expressions in Eqs. (2.1) and (2.3) and cancelling the common 
factor dA~dt, we obtain 
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(2.4) 

f(x,~,t)ICnl = roo df,'l R(( -'~;x,t;T)f(x,(,t-T)I~'·nldf,' 
io e' ·n<O 

(x E a[l,f,· n > 0). 

If T is an average adsorption time, ( the average normal velocity with which 
the gas molecules impinge upon the surface, and n the number density of 
the gas, n(dA molecules will impinge, per unit time on a surface element of 
area dA and stay there an average time T; if 0"0 is an effective range of the 
gas-surface interaction, each molecule will occupy an area of the order of 
0"5 and the total area occupied by the adsorbed molecules will be n(T0"5dA, 
i.e. a fraction n(T0"5 of the surface will be occupied. This is, of course, just 
a rough order-of-magnitude argument since the molecules may penetrate 
somewhat into the solid and not necessarily remain at the surface of it. 

If n(T0"5 is not close to zero, the nature of the interaction of each in­
cident molecule depends on the total number and energy of the incident 
molecules. Under conditions of extremely low density (as, for example, in 
the case of an orbiting satellite) n( T0"5 < < 1 and each incident molecule 
interacts with the surface independently of the others. The same indepen­
dence may show up in the other limiting case n(T0"5 ~ 1 (for example, in 
chemical adsorption when T may be very large, or in a dense gas when n can 
be extremely large); in this case the impinging molecule interacts directly 
with the adsorbed layer rather than with the atoms of the solid surface 
(and the effective adsorption time for that interaction can be much shorter 
than T). 

Whenever the effective adsorption time Te and the number density are 
such that n(T0"5 < < 1, scattering events can safely be considered instan­
taneous and statistically independent and we can assume that the kernel 
R(f.' -. ~; x, t; T) does not depend on the distribution function f(x,~, t); 
hence we can compute R(~' -. ~; x, t; T) under the assumption that one 
gas molecule of given velocity f.' impinges upon the wall. We shall always 
assume that we deal with the situation that we have just described; then 
the kernel R(f.' -. ~; x, t; T) provides a complete description of the surface 
scattering law. 

If, in addition Te is small compared to any characteristic time of interest 
in the evolution of f, we can let T = 0 in the argument of f appearing on 
the right-hand side of Eq. (2.4); in this case the latter becomes: 

(2.5) f(x, f" t) 1 f, . n 1= 1 R(( -. ~; x, t)f(x, (, t) 1 ( . n 1 df.' 
e' ·n<O 

(x E a[l, en> 0) 

where 
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(2.6) R(( -> ~; x, t) = 10CJ drR(( ->~; x, t; r). 

Eq. (2.5) is, in particular, valid for steady problems. 
Although the idea of a scattering kernel had appeared before, it is only 

at the end of the 1960s that a systematic study of the properties of this 
kernel appears5,10,21. In particular, the following properties were pointed 
out3,5,8,10,11,19-21 : 

1. Non-negativeness, i.e. R cannot take negative values: 

(2.7) R(( -> ~;x,t;r) ~ 0 

and, as a consequence: 

(2.8) R(( -> ~;x,t) ~ O. 

2. Normalization, if permanent adsorption is excluded; i.e. R, as a prob­
ability density for the totality of events, must integrate to unity: 

(2.9) 1 fOCJ R((->~;x,t;r)dr~=1 
~·n>O 10 

and, as a consequence: 

(2.10) 1 R(( -> ~;x,t)~ = 1. 
~·n>O 

From this property it follows that the normal component of the bulk 
velocity is zero (Problem 1). 

3. Reciprocity; this is a subtler property that follows from the circum­
stance that the microscopic dynamics is assumed to be time reversible 
and the wall is assumed to be in a local equilibrium state, not signifi­
cantly disturbed by the impinging molecule. It reads as follows: 
(2.11) 

Ie· nIMw(()R(( -> ~;x,t;r) = I~' nIMw(~)R(-~ -> -(;x,t;r) 

and, as a consequence: 
(2.12) 

1 ( . n 1 Mw(()R(( ->~; x, t) =1 ~. n 1 Mw(~)R( -~ -> -(; x, t). 

Here Mw is a (nondrifting) Maxwellian distribution having the tem­
perature of the wall, which is uniquely identified apart from a factor. 

We remark that the reciprocity normalization relations imply another 
property: 

3'. Preservation of equilibrium, i.e., the Maxwellian Mw must satisfy the 
boundary condition (2.4): 
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Mw(e) 1 e· n 1= f R(e' -> e; x, t)Mw(()I( . nld( 
Je'·n<O 

(e · n > 0). 

In order to obtain Eq. (2.13) it is sufficient to integrate Eq. (2.11) with 
respect to e' and T, taking into account Eq. (2.9) (with -e and -e' in 
place of e' and e, respectively. We remark that frequently, one assumes 
Eq. (2.13) [or (2.14)], without mentioning Eq. (2.11) [or (2.12)J; al­
though this is enough for many purposes, reciprocity is very important 
when constructing mathematical models, because it places a strong 
restriction on the possible choices. A detailed discussion of the phys­
ical conditions under which reciprocity holds was recently given by 
Biirwinkel and Schippersl. 

Problem 

1. Show that if Eqs. (2.5) and (2.10) apply, then the normal component 
of the bulk velocity of the gas, as defined in Chapter 3, vanishes at the 
wall. 

8.3 The Accommodation Coefficients 

The scattering kernel is a fundamental concept in gas-surface interaction, by 
means of which other quantities should be defined. Its use is often avoided 
by using the so-called accommodation coefficients, with the consequence of 
lack of clarity, misinterpretation of experiments, bad definitions of terms, 
and misunderstanding of concepts. The basic information on gas-surface in­
teraction, which should in principle be obtained from a detailed calculation 
based on a physical model as discussed in the next section, is summarized in 
a scattering kernel. The further reduction to a small set of accommodation 
coefficients can be advocated for practical purposes, provided this concept 
is firmly related t!l the scattering kernel. 

In order to describe the accommodation coefficients in a systematic 
way, it is convenient to introduce, for any pair of functions </> and 'l/J, the 
notations: 

(3.1) 
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(3.2) ('IjJ, </1)- = r 'IjJ(~)¢(~)Mw(~) I ~. n I d~. 
Je·n<o 

Now, if we factor Mw out of the distribution function f and write 

(3.3) 

we can define the accommodation coefficient for the quantity 'IjJ when the 
distribution function at the wall is M w ¢, in the following way: 

where L denotes a constant, such that 

(3.5) 

Physically the numerator in Eq. (3.4) is the difference between the 
impinging and emerging flow of the quantity, whose density is 'IjJ, when the 
distribution is Mw¢; the denominator is the same thing when the restriction 
of f to ~ . n > 0 is replaced by the wall Maxwellian, normalized in such 
a way as to give the same entering flow rate as f. In particular, if we let 
'IjJ = ~ . n, we obtain the accommodation coefficient for normal momentum, 
if we let 'IjJ = ~ . t we obtain the accommodation coefficient for tangential 
momentum (in the direction of the unit vector t, tangent to the wall); if 
we let 'IjJ =1 ~ 12 , we obtain the accommodation coefficient for energy. It 
is convenient to restrict the definition in Eq. (3.4) to functions enjoying 
the property 'IjJ(O = 'IjJ(~ - 2n(n . ~)), which are even functions of ~·n. 
This condition is not satisfied by 'IjJ = ~ . n; accordingly, if one wants to 
define an accommodation coefficient for normal momentum, one has to 
take 'IjJ =1 ~. n I· 

In general, 0:( 'IjJ, ¢) turns out to depend on the distribution function of 
the impinging molecules; accordingly the definition (3.4) is not so useful, 
in general. The notion of accommodation coefficient becomes more useful 
if we select a particular class of functions ¢, as will be done later. 

Let us first investigate the relation between the accommodation coeffi­
cients and the scattering kernel R(e' --+ ~) (we omit indicating the space and 
time arguments). We assume that reciprocity, as expressed by Eq. (2.12), 
holds and we define the linear operator A by: 

(3.6) A¢ = [Mw(~)I~· nll-1 r R( -e' --+ ~)Mw(O¢(() I ( . n I ~'. 
Je'·n>O 

Because of reciprocity, A is symmetric with respect to the scalar product 
(., .)+: 
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(3.7) 

We now define the reflection or parity operators in velocity space as follows: 

P¢ = ¢(-~) 

Pn ¢ = ¢(~ - 2n(n· ~)) 

(3.8) Pt = ¢( -~ + 2n( n . ~)) 

and observe (Problem 1) that 

(3 .9) p2 = P~ = pt2 = I, 

where I is the identity operator. As stated earlier, the function 'IjJ in Eq. 
(3.4) will be taken to satisfy the restriction 

(3.10) 

Eq. (3.4) then becomes 

(3.11) 

We remark that once the gas-surface interaction is specified through the 
kernel R(e -> ~), then only the impinging distribution function (the re­
striction of f = Mw¢ to ~ . n < 0) needs to be known in Eq. (3.11), where, 
because of Eq. (3.9) and (3.10) we can replace P by Pt. 

Let us now consider particularly meaningful instances of accommoda­
tion coefficients. The first particularization was introduced by one of the 
authors 5,10 and is mathematically simple but has no direct physical sig­
nificance for general kernels. In order to introduce it, let us consider the 
following eigenvalue problem: 

(3.12) 

'IjJ = L is an eigensolution corresponding to >. = 1; all the other solutions 
must be associated with eigenvalues such that 1 >. 1< 1 [unless the kernel 
R(e -> ~) isa delta function], thanks to the property (see Section 5): 

(3.13) 

This inequality is a consequence of the properties of the kernel R, and the 
equality sign holds in only two cases: 
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a) the kernel is a delta function; b) the kernel is general and 'lj; is constant. 
Thus, if we discard the singular cases of kernels, which reduce to a delta 
function (cases that can be easily discussed in a direct fashion), we have in 
addition to 'lj;o = t a sequence of eigenfunctions 'lj;k associated with eigen­
values Ak (k = 1,2,3, ... ), with 1 Ak 1< 1 and 'lj;k orthogonal to t [note 
that (t, Pt 'lj;k) + = 0 because A is self-adjoint, and this implies (t , 'lj;k)+ = 0 
because Ptt = t (Problem 2)J. Then, for any ¢, we have the accommodation 
coefficients 

(3.14) (k=1,2,3, . .. ). 

The obvious advantage of this set of coefficients is that they are independent 
of the distribution function of the impinging molecules; in addition, giving 
them (together with the set of eigenfunctions 'lj;k) is equivalent to giving 
the scattering kernel. However, there is also an obvious disadvantage. The 
eigenfunctions 'lj;k may be hard to compute and, in most cases, do not have 
a simple physical significance. 

Another possibility was considered by Shen and Kuscer19,20,27. Let us 
consider a set of physically meaningful quantities {'lj;k} and let 'lj; = 'lj;i, ¢ = 
t + 'lj;k, where t is a constant that does not necessarily satisfy the constraint 
in Eq. (3.5); if we still adopt the definition in Eq.(3.4), we obtain a matrix 
of accommodation coefficients: 

These coefficients have a clear meaning, but only for the special distribution 
function f = Mw(t + 'lj;k) . They are more easily computed, in general, than 
those defined earlier, because they do not require solving Eq. (3.12). 

We state now a formula that will be useful later. Let the AkS form a 
discrete set and let 'lj;k be the corresponding eigenfunctions. Then one can 
show3 that (in a distributional sense) : 

00 

(3.16) R(( --+ () = Mw(()I( . nl L Ak¢k( -()¢k(() 
k=O 

where 

(3.17) 

We end this section with a comment on the role and significance of the ac­
commodation coefficients. As the name indicates, they describe how much 
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the molecules accommodate to the state of the wall. A complete accommo­
dation is when the molecules are conserved in number but otherwise forget 
completely their impinging distribution; the emerging distribution is then 
proportional to M w , as is clear from Eq. (3.16) (>'k = 0 for k =I- 0 and 
>'0 = 1). The opposite case is when the gas remembers as much as possi­
ble of the impinging distribution; then the kernel is a delta function and 
we have specular reflection (R(e' -t ~) = 8(e' - ~ + 2n(n . ~)) and all the 
accommodation coefficients vanish. In order to describe the gas surface in­
teraction, one would need infinitely many coefficients and this is, of course, 
equivalent to knowing the scattering kernel. In some particular problems 
(such as the so-called free-molecular flows, where the intermolecular col­
lisions are so rare that one can neglect them), it turns out that one can 
describe the quantities of interest to engineers in terms of a few accommo­
dation coefficients and this explains why the concept is popular. Another 
circumstance where the accommodation coefficients are useful arises in con­
nection with particularly simple models for the scattering kernel (see the 
next section). These models contain a small number of parameters, which 
can easily be expressed in terms of an equal number of accommodation 
coefficients, which may be, accordingly, used to parameterize the kernel. 

Problems 

1. Check that relations (3.9) hold. 
2. Prove that if'l/J is an eigensolution of Eq. (3.12) and L a constant func­

tion, then (L,'l/J)+ = O. 
3. Prove Eq. (3.16) (see Ref. 3). 

8.4 Mathematical Models 

In view of the difficulty of computing the kernel R(~' -t ~) from a physical 
model of the wall, a different procedure, which is less physical in nature, 
has been proposed. The idea is to construct a mathematical model in the 
form of a kernel R(e' -t ~) that satisfies the basic physical requirements 
expressed by Eqs. (2.8), (2.10), and (2.12) and is not otherwise restricted 
except by the condition of not being too complicated. We must warn the 
reader that in this section we are merely describing some of the attempts; 
he is not expected to verify the technicalities without consulting the original 
references. In addition, he must be aware of the fact that in the construction 
of models based on "simplicity with constraint," there is a great amount of 
arbitrariness; we are in a sense showing how to add new (largely arbitrary) 
postulates to our theory in order to be able to describe the complicated phe­
nomena of gas-surface interaction in a simple form. From the point of view 
of physics, these models should be regarded as simplifications subjected to 
verification by comparison of the results of calculations with experiments. 
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A possible approach to the construction of such models is through 
the eigenvalue equation (3.12) . The starting point is Eq. (3.16), which is 
rewritten here for the sake of the reader 

00 

(4.1) R(( -t 0 = Mw(~)I~ · nl L Ak¢>k( -()¢>k(~) 
k=O 

where 

(4.2) 

In order to construct a model, it is necessary to choose the eigenfunctions 
'ljJk and the eigenvalues Ak. Of course, it is convenient to make the choice in 
such a way that the series in Eq. (4.1) can be evaluated in finite terms. One 
possibility would be to take only a finite number (~ 1) of eigenvalues dif­
ferent from zero5,1O, but this has the disadvantage that, generally speaking, 
the positivity requirement, Eq.(2.8), cannot be met. The simplest choice, 
then, is to take the first eigenvalue to be unity [with a constant eigenfunc­
tion, as required by Eq. (2.14)] and the others all equal to the same value 
1 - a (0 :::; a :::; 1). The kernel then turns out to be (Problem 1) 

(4.3) R(( -t ~) = aMw(~) I ~. n I +(1 - a)b(~ - ( + 2n(( . n)) 

where the Maxwellian Mw is such that Mw(~) I ~ . n I integrates to unity. 
This is the kernel corresponding to the Maxwell model, according to which 
a fraction (1 - a) of molecules undergoes a specular reflection, while the 
remaining fraction a is diffused with the Maxwellian distribution of the wall 
Mw . This is the only model for the scattering kernel that appeared in the 
literature before the late 19608. Since this model was felt to be somehow 
inadequate to represent the gas-surface interaction, Nocilla24 proposed as­
suming that the molecules are reemitted according to a drifting Maxwellian 
with a temperature that is, in general, different from the temperature of 
the wall. While this model is useful as a tool to represent experimental data 
and has been used in actual calculations, expecially in free-molecular flow14, 
when interpreted in the light of later developments, it does not appear to be 
tenable, unless its flexibility is severely reduced16,21,22. While the idea of a 
model like Nocilla's can be traced back to Knudsen17, the full development 
of these ideas led to the so-called Cercignani-Lampis (CL) modeill . From 
the point of view taken in this section, this model can be easily obtained by 
taking the eigenfunctions 'ljJk to be products of Hermite polynomials in the 
tangential components of ~ times Laguerre polynomials in the square of the 
normal component ~n = ~. n of the same vector. The reason for the differ­
ent treatment of the components will be clear if one thinks that the range 
of ~n is [0,00) rather than (-00,00) and the weight factor in the natural 
scalar product (., .)+ is not Mw(~) but rather ~nMw(O. The eigenvalues 
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Ak are taken to be subsequent powers of two parameters. Then the series 
in Eq. (4.1) can be summed up by means of the so-called Miller-Lebedev 
formula3,8 to yield: 

( 4.4) 

where, ifTw is the wall temperature, /3w = (2RTw)-1, while 10 denotes the 
modified Bessel function of first kind and zeroth order defined by 

(4.5) r27r 
Io(y) = (27r)-1 io exp(ycos¢)d¢. 

The two parameters at and an have a simple meaning; the first is the ac­
commodation coefficient for the tangential components of momentum, the 
second is the accommodation coefficient for e;, hence for the part of kinetic 
energy associated with the normal motion. This model became rather pop­
ular because it was found by other methods as well: through an analogy 
with Brownian motion by 1. Kuscer et al. 22, under a special mathematical 
assumption by T. G. Cowling12 , and through an analogy with the scat­
tering of electromagnetic waves from a surface by M. M. R. Williams30,31. 

Finally it followed from the solution of the steady Fokker-Planck equation 
describing a (somewhat artificial) physical model of the wall8 , as was men­
tioned in the previous section. Also, the comparison with the data from 
beam-scattering experiments was quite encouraging3 ,6,9,1l. In spite of this, 
it must be dearly stated that there are no physical reasons why this model 
should be considered better than others. In particular we remark that any 
linear combination of scattering kernels with positive coefficients adding to 
unity is again a kernel that satisfies all the basic properties. Thus, from 
a kernel with two parameters, such as the CL model, we can construct a 
general model containing an arbitrary function of those parameters. 

We want to mention another method to produce scattering kernels in a 
simple way. This method was described about fifteen years ago3 ,9 but does 
not appear to have ever been used (except in Ref. 7). The starting point is 
any positive function K(e, e'), defined for en :2: 0 and e~ :2: 0, symmetric in 
its arguments and such that 

(4.6) H(O = 1 K(e, ()Mw(e)ende 
en>O 
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is not larger than unity for any ~' (~~ ;::: 0). Then if we form the kernel 

R(( -> ~) =~nMw(~)K(~, -() 
(4.7) ~ M (~) (1 - H( -e'))(1 - H(~)) 

+ n w J(l - H(w))wnMw(w)dw 

the latter satisfies both reciprocity and normalization, and positivity follows 
from the additional assumption H(~) ::; 1. 

This procedure was used in Ref. 7 to construct a model chosen to be 
as close as possible to Nocilla's model and still satisfy the requirements ex­
pressed by Eqs. (2.lO) and (2.12). Then the model is completely evaluated. 
The kernel reads as follows: 

R(( -> 0 = (2/1f)f3w 2b~n exp( -f3w(l - a2)-1 1 ~ - ~k 12) 
(4.8) 2 (1 - H( -e'))(1 - H(~)) 

+ ~n exp( -f3w 1 ~ 1 ) J(l _ H(w))wn exp( -f3wlwI2)dw 

where a and b are the parameters of the kernel, ~k is the reflected velocity 
e' - 2n(n . ~'), and H(~) is given by 

H(() =1 K(~,()Mw(~)~n~ 
{n>O 

(4.9) =b(l- a2)2[exp( -a2~:;,6w(1- a2)-1) 

+ a1f1/2~~f3w 1/2(1_ a2)-1/2erfc( -a~~f31/2 w(l- a2)-1/2)]. 

Here erfc is the complementary error function defined by 

(4.10) erfc(y) = 21f-1/21Y exp( -t2)dt. 

The integral in the denominator of Eq. (4.8) can be easily evaluated to give 

(4.11) 
/(1- H(w))wnMw(w)dw = (1f/2),6;;;2{1- b[(l- a2)3 

+a(l- a2)3/2(1f - cos-1 a) + a2(1 _ a2)2)}. 

Unfortunately, at a second look this model does not satisfy the requirement 
of being positive, Eq. (2.8), for the case a > 0 (which seems to be the 
most interesting from a physical standpoint) because H(() turns out to 
grow indefinitely for large (positive) values of ~~ and thus the requirement 
H(e') ::; 1 is not satisfied everywhere. One can easily modify the kernel 
in such a way as to eliminate this defect, but this requires introducing a 
further parameter. 
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All the above models contain pure diffusion according to a nondrift­
ing Maxwellian as a limiting case. The use of the latter model (a = I in 
Eq. (4.3)) is justified for low-velocity flows over technical surfaces, but is 
inaccurate for flows with orbital velocity. In fact, the elaboration of the mea­
surements of lift-to-drag ratio for the shuttle orbiter in the free-molecular 
regime2 implies a significant departure from diffuse fully equilibrated re­
emission of molecules at the wall. 

Even more remote from experimental facts is the model based on the 
assumption that the molecules are specularly reflected at the wall (a = 0 
in Eq. (4.3)). This model was considered and criticized by Maxwell as early 
as 187923 . Yet it is frequently used in pure mathematical papers because it 
is easy to deal with. In addition, it is one of the two deterministic models of 
gas-surface interaction (~' uniquely determines ~), satisfying all the physical 
requirements laid down in Section 2. The other model with such a property 
is reverse reflection or the "bounce-back" boundary condition based on the 
kernel 8(~ + e)26,28. The latter condition appears to be physically odd, at 
least from a molecular viewpoint, but has the interesting property of imply­
ing a no-slip boundary condition. Because of this property this boundary 
condition has received a lot of attention in connection with the simulation 
of incompressible flows by means of discrete kinetic theory4. 

Problems 

1. Prove that if in Eq. (4.1) there is only an eigenvalue different from 
unity, A = 1 - a, then Eq. (4.3) holds. (Hint: Take into account that 
the right-hand side of Eq. (4.1) with Ak = 1 for any k converges to 
8(~ - e + 2n(e . n)); see Ref. 3). 

2. Take the eigenfunctions 'l/Jk of Eq. (3.12) to be products of Hermite 
polynomials in the tangential components of ~ times Laguerre polyno­
mials in the square of the normal component ~n = ~ . n of the same 
vector and the eigenvalues Ak are taken to be subsequent powers of 
two parameters (I-at) and (I-an). Prove that the series in Eq. (4.1) 
can be summed up by means of the so-called Miller-Lebedev formula 
to yield Eq. (4.4) (see Refs. 3 and 8). 

3. Check that the kernel in Eq. (4.7) satisfies reciprocity and 
normalization. 

4. Check Eq. (4.11). 

8.5 A Remarkable Inequality 

It is remarkable that, for any scattering kernel satisfying the three proper­
ties of normalization, positivity, and preservation of equilibrium, a simple 
inequality, involving an arbitrary convex function C holds. To be precise 
we can prove the following. 
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(8.5.1) Theorem. Let 9 -+ C(g) (g E [0,00)) be a strictly convex junction, 
f the distribution function at a wall at rest an, Mw the wall Maxwellian, 
and 9 = f/Mw. If a boundary condition of the kind specified by Eq. (2.5) 
holds, with a kernel R(f -+ ~) satisfying Eqs. (2.8), (2.10), and (2.14), and 
~. nMwC(g) is integrable in ~ (for a. e. x E an and t), then the following 
inequality holds 

(5.1) 

The equality sign in Eq. (5.1) holds if and only if g=const. a. e., unless 
R(f -+ ~) is proportional to a delta function. 

Proof. Let us define: 

(5.2) 

and note that W(~/) is an L1-function such that 

(5.3) / W(e)~' = 1 

with the integral restricted to ~' . n ~ O. 
Let us remark that, thanks to Jensen's inequality15,25,32, for any convex 

function C of the type indicated in the statement of the theorem for any 
non-negative function such that W 9 E L1, we have 

(5.4) C(/ W(e)g(O~/) ~ / W(OC(g(O)~' 

because ofEq. (2.14) (with the same proviso on the integral). We can rewrite 
Eq. (5.4) more explicitly as follows: 

(5.5) 

The integral on the left-hand side, however, is, because of the boundary 
condition (2.5), nothing but g(~) (~. n 2 0). Hence multiplying Eq. (5.5) 
by I ~ . n I Mw (~) and integrating with respect to ~ for ~ . n > 0, with due 
use of Eq. (2.10), gives 

(5.6) 1 I~' nIMw(~)C(g(~))~ ~ 1 Ie . nIMw(OC(g(O)~/, 
~·n>O ~'·n<O 
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which is Eq. (5.1). The equality sign applies iff it applies a. e. in Eq. (5.5); 
this can happen only if just one value of 9 appears on both sides; that is if 
either g=constant or R has support at just one point (for a. a. given ~). In 
the second case positivity implies that R is a delta function. 0 

This theorem was stated by Darrozes and Guiraud 13 in a particular 
case; the proof given here is due to one of the authors8 . The result mentioned 
by Darrozes and Guiraud is important when discussing the H-theorem in 
the presence of walls and can be obtained as a corollary of the theorem. 

(8.5.2) Corollary. If Eqs. (2.5), (2.8), (2.10), and (2.14) hold, then: 

(5.7) In = J ~. nf logf~ s: -f3w J ~. nl~12 fd~ (x E an). 

Equality holds if and only if f coincides with Mw(the wall Maxwellian) on 
an (unless the kernel in Eq. (2.5) is a delta function). 

Proof. In fact if we take 

(5.8) C(g) = glogg (g > 0), C(O) = 0, 

Eq. (5.1) gives: 

(5.9) J ~ . ngloggMw~ s: O. 

In terms of f = Mwg this inequality takes the form indicated in Eq. (5.7). 
o 

We remark that if the gas does not slip upon the wall, the right-hand 
side of Eq. (5.7) equals -qn/(RTw) where qn is the heat flow along the 
normal, according to its definition given in Chapter 3. If the gas slips on 
the wall with velocity u, then one must add the power of the stresses Pn . U 

(= PijniUj) to qn' In this case, however, the right-hand side of Eq. (5.7) 
still equals _q~w) /(RTw), where q~w) is the heat flow in the solid at the 

wall. In fact qn + Pn-U = q~ w) because the normal energy flow must be 
continuous through the wall (unless there are energy sources concentrated 
at the surface) and stresses have vanishing power in the solid, since the 
latter is at rest. 

There is another interesting corollary of the theorem proved in this 
section. In fact, if we let c(g) = IglP in Eq. (5.1) [or, better, in its equivalent 
form (5.6)], we obtain the following. 

(8.5.3) Corollary. The operator A, defined in Eq. (3.6), in the V-space (p > 
1) of the functions of~ (~·n > 0) with respect to the measure 1~·nIMw(~)d~ 
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has norm unity. In other words if IIgllp denotes the norm in this space we 
have: 

(5.10) 

In addition, the equality sign holds iff g is a. e. constant (unless R(~' --- ~) 
is proportional to a delta function}. 

Problem 

1. Check that Eq. (5.10) holds. 
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9 
Existence Results for 
Initial-Boundary and 
Boundary Value Problems 

9.1 Preliminary Remarks 

The global existence of a weak solution for the Cauchy problem for the 
Boltzmann equation, first obtained by DiPerna and Lions13 , was presented 
in Chapter 5. The proof applies to non-negative data with finite energy and 
entropy. In this chapter, we shall first deal with the initial boundary value 
problem, which arises when we consider the time evolution of a rarefied 
gas in a vessel il whose boundaries are kept at constant temperature. We 
shall assume that il is a bounded open set of ~ with a sufficiently smooth 
boundary ail. On ail we impose a linear boundary condition of the form 
envisaged in the previous chapter, when the molecules are assumed to be 
reemitted by the surface with negligible delay. This boundary condition is 
given by Eq. (8.2.5) with a kernel enjoying the properties expressed by Eqs. 
(8.2.8), (8.2.10) and (8.2.14). For convenience, we rewrite these equations 
here in a form appropriate for this chapter; n = n(x) will always denote 
the inner normal at x E ail. 

(1.1) "fjjl(t, x, ') = { K(( -+ ,; x, thiJI(t, x, Ode == K "fIJI 
if.'.n<O 

(x E ail, , . n > 0) 

(1.2) K(( -+ ,; x, t) ;::: 0 
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(1.3) 1 K(( -+ e; x, t)le· nl£te = I( . nl 
€· n>O 

(1.4) Mw(e) = 1 K(( -+ e;x,t)Mw(Od( 
€'·n<O 

where Mw is the wall Maxwellian and 'YE are the so-called trace operators 
on E± = {(t,x,e) E an x R3 x [O,T] I ±Cn(x) > O}. These operators 
permit us to define "the values taken on the boundary" 'YEI (a.e. in e E R3 
and x E an) by a function I for which this concept is not a priori defined 
[such as a function I E £1 (n x R3)]. Of course, one must show that these 
operators are well defined. Actually this is one of the main points in the 
extension of the proof of the DiPerna and Lions theorem to the case under 
consideration. 

The first existence theorem that we shall deal with was proved by 
Hamdache15 in the case when the trace 'Ybl is a linear combination (with 
weights summing up to unity) of the right-hand side of Eq. (1.1) and a 
given function. Here, we shall restrict ourselves to the case when the weight 
of the second term is zero because, as remarked by Hamdache15 , the real 
problems arise in this case. 

Hamdache's result is important not only for its own sake, but also 
because it leads to discussing the long time behavior of the solution and 
its trend to a Maxwellian distribution when t -+ 00, a problem that has 
been hotly debated for many years, since Boltzmann first established his 
H-theorem. Here we shall discuss in detail the results of Desvillettesll 
and Cercignani8 , who have shown that the solution can be proved to tend 
asymptotically to a Maxwellian (in a weak sense) . This result will be proved 
in Section 5. 

More difficult cases refer to a boundary along which the temperature is 
not constant or moving boundaries. The case of a nonisothermal boundary 
has been treated by Arkeryd and Cercignani2 , but only with a cutoff for 
large velocities, and we shall not discuss it here. Another topic that should 
be treated in this chapter is the pure boundary value problem that arises 
when we look for the asymptotic state of general initial-boundary value 
problems. Results about these problems, however, are scanty. Thus we shall 
restrict ourselves to the particular case of solutions close to equilibrium, 
while the general case will be the subject of a few remarks at the end of 
the chapter. 

One of the key points in the proofs will be Corollary 8.5.2, proved in the 
previous chapter, which we restate here in the form of a lemma appropriate 
to the use to be made of it in this chapter: 
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(9.1.1) Lemma. If Eqs. (1.1), (1.2), (1.3), and (1.4) hold, then: 

(1.5) J ~. n'YDflog'YDfd~ ::; -{3w J ~. nl~12'YDf~ 
(a. e. in t and x E aD) where {3w is the inverse temperature at a point x E 
aD. Unless the kernel in Eq. (1.1) is a delta function, equality holds if and 
only if the trace 'YDf of f on aD coincides with Mw (the wall Maxwellian). 

The trace operator 'YD has been informally defined in the lines following 
(1.4). We will give a formal definition in Section 2 of this chapter. 

The other results to be discussed in this chapter refer to solutions of 
initial-boundary value problems when the data are close to an absolute 
Maxwellian. 

9.2 Results on the Traces 

Before proving Hamdache's theorem (in a slightly more general form), we 
have to prove some trace results giving the L1-regularity of the trace of f on 
the boundary and to study the semigroup generated by the free-streaming 
operator. These will be done in this and the next section, respectively. 

Let us first review the general results of Ukai21 on the traces of the 
solutions. To this end we define 

(2.1) 

and assume that aD is piecewise 0 1• 

We denote by st(x,~) the pair (x + ~t,~) that gives the position and 
velocity of a molecule initially located at (x,~) as long as x + ~t stays in D. 
Denote the forward (t > 0) stay time in D by t+(x,~) and the backward 
one by r(x,~). Then st(x,~) E D x 3P for -r(x,~) < t < t+(x,~) and 
st(x,~) E aD x 3P for t = t±(x,~) if t±(x,~) < 00. Let us also define 
E± = ((x,~) E aD x 3P I ± ~. n(x) > O} and remark that st(x,~) exists 
for (x,~) E E"f with t± = 0, t"f > O. In any case st E E"f at t = ±t±. It is 
now convenient to write r = (t, x,~) and for T > 0 define 

(where T+ = 0, T- = T) 

(same sign throughout) 

The world line of a molecule (Fig. 28) passing through r = (t, x,~) E 
D U aD+ U aD- is given by 

(2.3) 
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T ,---------+----...,.0---...., .... .. ...... t + s+ 

t 

7~(t,x,O 
................................................................................................. ..................... t - s 

aD. n x 

FIGURE 28. 

where s±(r) = min(T'f =t= t, t±(x,~)) and T'f are defined as in Eq. (2.2). 
Obviously 

RS(r) E D (-s-(r) < s < s+(r)), 

RS(r) E aD'f (s = s±(r)). 
(2.4) 

Clearly if f E Ll(D), then f(RS(r)) as a function of s is in Ll( -s-(r), s+(r)) 
for almost all r E aD± and 

(2.5) 

holds, where 

(2.6) 

dr = dtdx~; 

da± = In(x) . ~Idtda~ (on E±); 

da± = dx~ (on V±) 

n(x) is the inward normal to ail and da the usual measure on ail. We set 

(I, g) = Iv fgdr 
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(2.7) < </J,'!jJ >±=< </J,'!jJ >E± + < </J,'!jJ >v±= r </J7jjda± 
JaD± 

where, of course: 

(2.8) 
<</J,'!jJ>E±= r </J7jjln(x)·~ldtdad~, 

JE± 

< </J, '!jJ >v± = Iv </J7jjdx~ (for t = T±). 

The trace theorem to be proved is due to Ukai21 and holds between the 
spaces: 

WP = {I E LP(D)IAI E LP(D)}, 

(2.9) 

where AI is defined in the distribution sense. 
The trace operators ,dJ are first defined on CJ (D) by 

(2.10) liJI = IlaD± IE CJ(D). 

Then, following Ukai21 , we can prove the following. 

(9.2.1) Theorem. Let p E [l,ooJ. liJ have extensions in B(WP,L~'±), the 
space 01 bounded linear operators from WP to L~'±. We denote these ex­
tensions again by liJ. Thus it holds that 

(2.11) 

Proof. Let IE WP and let }(s, r) = I(R8(r)). Since (A¢) = 8¢/8s holds for 
'!jJ E CJ(D), we can deduce from Eqs. (2.5) and the distributional definition 
of A that for almost all r E 8D±,i(s,r) is absolutely continuous in sand 

(2.12) }(s, r) = }(s', r) + 1,8 (AJ)(r, r)dr 

holds for any s,s' E [-s-(r),s+(r)J. Let us now define liJI = }(s±(r),r), 
for r E aD±j this coincides with Eq. (2.10) when I E CJ(D)) (obviously 
CJ(D) c WP). 

In order to prove Eq. (2.11), we first consider the case p = 00 and let 
s = s±(r) = 0 in Eq. (2.12), while s' is arbitrary in (-s-(r), s+(r)). Eq. 
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(2.11) (with p = (0) easily follows. If p is finite, Eq. (2.12) gives (thanks to 
elementary inequalities) 

(2.13) 
r±(r) -

IrEI(r)IP ::;2P- I (I/(s',r)IP + Ils' (Af)(T,r)dTIP) 

Js+(r» -
< 2P- I (I/(s', r)IP + Is±(r) - s'lp - 1 I (Af)(T, r)IPdT). 

-s-(r» 

If we now integrate both sides first with respect to s' on (-s-(r),s+(r)) 
and then with respect to rover &D±, in view of Eq. (2.5) we are done. 
Remark that since s-(r) + s+(r) ::; T by definition, () and s-(r) + s+(r) 
are equivalent as weight functions as long as T < 00 . 0 

We cannot remove the weight function () if p < 00 in Eq. (2.11) . For 
this reason, some authors5,27 have obtained just LPI ,± -traces. In order to 

oc 
solve the initial-boundary value problem, however, the L~'± -traces are not 
adequate. We need LP'± traces defined by 

(2.14) 

We remark that V,± = L~'± for p = 00 but V,± ~ L~'± if p < 00. Let us 
also define, for future use, 

(2.15) 

If we impose suitable boundary conditions, then we can make some progress 
in the direction of proving that I E WP. To this end it is expedient, again 
following Ukai21 , to prove the following. 

(9.2.2) Theorem. Let I E WP, P E [1, (0) . II rEI E V,± (only one sign 
throughout), then rEI E V,~. In this case, the lollowing relation holds: 

(2.16) II rDI(r) lIip,- =11 rjjl(r) Ilip,+ +pRe Iv I/lp-21 Aldr 

where "Re" denotes the real part. 

Proof. If IE WP ,. then I/IP E WI and AI/IP = pRel/lp - 21 AI. Then if we 
replace I by I/IP in Eq. (2.12) and set s = -s-(r),s' = s+(r),r E &D+, 
Eq. (2.16) follows by integration on &D- and use of Eq. (2.5). 0 

This theorem immediately allows to deduce the existence of the traces 
when I is assigned on &D+, as a function of LP,+ . The situation is more 
complicated if the boundary conditions are less trivial. We shall assume that 
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boundary conditions of the form (1.1) are satisfied and prove the existence 
of the traces on the boundary under suitable assumptions. 

There is an important comment to be made on the case p = 1. One 
might doubt, in fact, the results that have been just discussed, because a 
smooth sequence of functions with bounded L 1,- norm might tend to a 
measure. It is easy, however, to check that the trace exists locally around 
any r = (x,~, t) E an x lR3 x lR+ with ~. n(x) =j:. O. In fact if we apply Eq. 
(2.12) to ¢I, where I E cO'(n x lR3 x lR+) with ¢ = 1 in a neighborhood 
of r on the boundary and with sufficiently small support not to involve any 
outgoing point if r is ingoing and conversely, we obtain, e.g.: 

(2.17) 

This is sufficient to prove that ,DI is locally in Ll outside of ~. n(x) = 0; 
the latter set is killed, however, in the £l,± norms. 

In order to simplify the formal aspects of the treatment, we suppress 
the time derivative from A, and correspondingly the parts of the boundaries 
aV± corresponding to t = 0 and t = T and integrations with respect to t; 
in fact these details do not play any role in what follows. Let us remark that 
when Eq. (1.1) holds, we easily obtain for ¢ E WOO(D) and I E Wl(D) : 

< yv¢(r)"DI(r) >-= < ,'jj¢(r),K'DI(r) >+ 
(2.18) 

+ Iv ¢(Af)dr + Iv I(A¢)dr. 

If we take the value of ¢ on the boundary to be Loo and (distributionally) 
A¢ = 0, Eq. (2.12) shows that 

(2.19) 

and in Eq. (2.18) the last term disappears. 
We can now introduce the operator P, which reflects ~, defined by 

(PI(~) = I( -~)), and rewrite (2.18) as follows: 

< 'D¢(r) - (PK)tP,'jj¢(r)"DI(r) >-= Iv ¢(Af)dr 

(2.20) (A¢ = 0) 

where (PK)t is the dual operator of PK with respect to < ',' >_ . Let us 
put: 

(2.21 ) 
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We remark that if we take IV</> = 1, then by Eq. (2.12) we have It</> = 1 
and thanks to the fact that K is mass preserving: 

(2.22) < ,v</>(r)"vf(r) >-=< ,t</>(r),K'vf(r) >+ 

for any , vf££l ,-, and hence 

(2.23) 'ljJ = ,v</>(r) - (PK)t P,t </>(r) = o. 

Let us denote by )..t the operator that carries ,v</>(r) into It</>(r) (via 
A</> = 0; i.e., by Eq. (2.12), )..t deposits the value ,v</>(r) taken at a point 
x of the boundary as a value for It</>(r) on the next intersection with the 
boundary of the half straight line through x directed and oriented as -~) . 

Eq. (2.23), which holds for IV</> = 1 (and hence It</> = xjj,v</> = 1), 
then shows that the operator I - (P K) t P xjj does not have an inverse in 
L'Xl,-. Thus Eq. (2.20) cannot provide us with a good estimate for the 
norm of ,vf(r) in £1,-. Let us then consider for any function </> of L"X),­
the decomposition into a constant part 

(2.24) PM</> =< </>, M;;; >_ / < 1, M;;; >_ 

plus the remainder 

(2.25) Po</> = </> - PM</>' 

All this makes sense if the boundary has a finite measure. We can now 
assume that the operator I - (P K) t P xjj has a bounded inverse in the 
subspace 0 of the functions having the form Po</>. Then, by allowing only 
functions of this kind and taking the supremum with respect to such func­
tions we obtain the boundedness of the part of ,vf(r) that lies in any 
complete subspace of functions f E £1,- for which < PM</>, f >_= o. One 
such subspace is obtained by decomposing any f E £1,- into eM;;; + g, 
where e is a factor defined by 

(2.26) c=< 1,f >_ / < I,M;;; >_. 

Then 

(2.27) < 1,g >_= O. 

It is clear that in this way £1,- is decomposed into two subspaces M' and 
0'; we remark that < PM</>, Po,f >_= 0, and hence PO'Ivf(r) is bounded 
in £1,-. In this way we have proved that, although the traces of f may not 
exist, it makes sense to talk of PO'Ivf(r), where Po' is the projector into 
0'. In order to talk about ,vf(r), we must have additional information on 
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f. To this end, it is enough to assume that not only ! E WI, but also that 
1~12! E Ll and 1~12 A! E L 1(D). In fact if this holds, then by taking <p as 
a function that equals n(x) on the boundary, we obtain through Eq. (2.18) 
(see also Hamdachel5 , Lemma 4.3 ) 

(2.28) III~' nb;!(r) 11£1,-::; h II (1 + 1~12)! Ilw' 
where h is a constant. Now let k > 0 be any fixed constant; we define 

(2.29) (~. ) = { Ie nl/k if I~ . nl ::; k 
TJk n 1 if I~ . nl 2 k. 

Then 

(2.30) II TJk(~' nh;!(r) 11£1,-::; C II (1 + 1~12)! Ilw' (C = hlk). 

Since, however, "!;! = PO'''!;! + PM'''!;!, we can infer 

But 

II TJk(~ . n)PM'''!;! 11£1,-
(2.32) = II PM'''!;! 11£1,- < TJk, M;;; >- I < 1, M;;; >­

=H II PM'''!;! 11£1,-
where H = H(k,{3w) ({3w is the inverse temperature in Mw) is a constant. 
Eq. (2.31) hence becomes 

(2.33) 
II PM'''!;! 11£1,- ::;(11 H) II Po,"!;!(r) 11£1,­

+ (CIH) II (1+1~12)! IIw' 

and PO'''!;! E £1,- implies PM'''!;! E L1'-and "!;! = PO'''!;! + 
PM'''!;! E L 1,-. We have thus proved the following. 

(9.2.3) Theorem. (See Ref. 9.) Let! E wI, 1~12! E LI, 1~12 A! E L 1(D). 
If the boundary condition (1.1) applies and I - (P K) t p)..1; has a bounded 
inverse in the subspace 0 of Loo,-, then "!b! E L 1,'f. 

Theorem 9.2.3 is the result that is needed in order to deal with suf­
ficiently general boundary operators K; Hamdache'sl5 results refer, apart 
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from the deterministic conditions of specular and reverse reflection, only to 
operators with kernels having compact support in ~3 x ~3 for almost any 
{x, t} E 8[2 x [0, T], which excludes practically all the typical cases. 

One must, of course, prove that the criterion in Theorem 9.2.3 is actu­
ally satisfied by any reasonable boundary condition for sufficiently smooth 
boundaries. So far an explicit proof has been given 7 for the important case 
of a boundary diffusing the particles according to a Maxwellian distribu­
tion. The proof is based on the fact that, in this case, the inverse operator 
to be constructed is the identity plus an operator whose range is in the 
subspace of the functions independent of ~ . Then everything is reduced to 
finding this last part of the operator; this leads to a linear integral equation 
for a function of x E 8[2. This equation has appeared before in the litera­
ture and can be solved in an L2-framework by means of Fredholm theorems 
provided the singularity of the kernel b(x, x') at x = x' is sufficiently weak. 
The most general discussion of this integral equation is due to Maslova19 , 

who treated the case in which the boundary is a Lyapunov surface (i.e., es­
sentially, the angle between two neighboring points x and x' of the surface 
is less, in absolute value, than Alx - x'lA, with A > 0 and 0 < >. ::; 1 given 
constants). We can thus prove that Theorem 9.2.3 applies to the case of 
diffuse reflection on a Lyapunov boundary. For further details we refer to 
the paper by Cannone and Cercignani 7 . 

As a final comment, we point out that there is an alternative way to 
deal with the trace problem, namely, the strategy we followed in Chapter 4 
in connection with the derivation of the BBGKY hierarchy. The idea there 
was to use the special flow representation in order to show that traces had 
to exist. The same strategy could be used for the more general stochastic 
boundary conditions considered in this chapter, but some theory of stochas­
tic processes would have to be introduced to do so. We preferred the purely 
functional analytic strategy presented here. 

Problems 

1. Obtain an explicit expression of the costant H = H(k, /3w) in Eq.(2.32). 
2. Prove by an explicit calculation that Theorem 9.2.3 applies to the case 

of a slab with a purely diffusing boundary. (Assume dependence on 
just one space coordinate, say x.) (Hint: Evaluate the operator I -

(P K) t P >. 1; explicitly and prove that it has an inverse in the subspace 
0.) 

3. Fill in the details of the proof that Theorem 9.2.3 applies to the 
case of diffuse reflection on a Lyapunov boundary (see Cannone and 
Cercignani 7 ) . 
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9.3 Properties of the Free-Streaming Operator 

As in the previous sections, we shall assume that I is assigned at t = 0 and 
satisfies the boundary condition (1.1). We first study the problem 

(3.1) (A + A)I = 0 in D (A E~) 

(3.2) on aD 

(3.3) I(x,~, 0) = lo(x, O· 

The parameter A is introduced for the sake of more flexibility when obtain­
ing the estimates; in fact if I solves Eq. (3.1-3), then j = eXt I satisfies 
Eqs.(3.1-3) with A = O. If the norm of K is (in some space) less than 
unity, then we can use iteration methods to solve the problem; since, how­
ever, we assume that (1.3) is true, then the right assumption is II K 11= 1. 
The boundary will be assumed to be piecewise C 1 • We use the notation of 
Section 2 and set YP,± = V(E±I In(x) . ~ldO'~). In addition we assume 
II K II:::: 1 in B(YP,-, YP,+) because in this way we can obtain intermediate 

results, which are useful in the case II K 11= 1. Denote the dual of K by Kt. 
Then for p E [1,00) we have, automatically, II K'f II:::: 1 in B(yq,-, yq,+) 
with p-l + q-l = 1. For p = 00 this is an extra assumption (always true in 
the physically interesting cases). We shall also assume that K does not act 
on t; hence we may replace YP,± by V'± = V(E±lln(x) . ~ldtdO'~). 

The weak solution is defined, as usual, through a sort of Green's for­
mula, which can be established2 in the same way as (2.18): 

(3.4) 
< TJjI(r),TJj¢(r) >-- < Tjjl(r),,-jj¢(r) >+ 

=(1, (A - A)¢) + ((A + A)I, ¢) 

where < ¢, 'ljJ >± are defined as in Eq. (2.7). We take as space of test 
functions 

where Wq was defined by Eq. (2.15). If I satisfies (3.1- 3) in a strong sense, 
then Eq. (3.4) gives 

(3.6) (I, (A - A)¢) = - < 10, ¢ >v+ . 

We take this as a definition of a weak solution. 
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(9.3.1) Definition. Let fo E lJ'(Jl X ~3). f E LP(D) is called a weak solution 

of {3.1 - 3} if Eq. {3.6} holds for any ¢ E WJ. 

(9.3.1) Theorem. If p E [1,00] and fo E lJ'(Jl X ~3), a weak {actually mild} 
solution f E LP(D) exists for>. > 0 if II K 11< 1. If K carries non-negative 
functions into functions of the same kind and fo is non-negative, then f is 
also non-negative. 

Proof. This theorem can be proved in many ways. Ukai21 gives a proof 
that is valid only if p E (1,00]. Here we follow a different strategy. We first 
consider the case when Eq. (3.2) is replaced by 

(3.7) ,tf(x,~, t) = f+ on aD+ 

where f+ E LP,+ is a given function. Then the solution can be written in 
an explicit way by means of Eq. (2.12): 

(3.8) 

where g(r) equals fo or f+, according to whether s = -s-(r) corresponds 
to t = 0 or a point of the boundary of the space domain. It is clear, thanks 
to Eq. (2.5), that the solution constructed in this way is in lJ'. If we now 
go back to the original boundary condition (3.2), we find a solution for that 
problem provided there is a function 9 such that 

(3.9) for r E aD+ 

where K is 0 on t = 0 and K on the boundary of the space domain, while 
go is fo for t = 0 and 0 on the boundary of the space domain. r* is the, 
other point where the relevant world line through r intersects aD. Since 
II K 11< 1 (and hence II K 11< 1), Eq. (3.9) can be solved explicitly by means 
of a perturbation series. The part on non-negativity is obvious by glancing 
at the details of this constructive proof. 0 

We can now characterize the weak solutions by the following. 

(9.3.2) Theorem. (See Ref. 9.) Any weak solution f E lJ'(D) satisfies 
{i} fEWP, (A+>')f=O, 
{ii} f(.,O) = fo E lJ'(Jl X ~3). 
{iii} If we let f, = xJ (where X, is the characteristic function of the 

set s(r) == s+(r) + L(r) > f), then "ttf, - K'Df, --t 0 (€ --t 00) weakly if 
p E (1,00) or weak-* if p = 00, in LP,+. 

Proof. To prove (i) take ¢ E CJ(D) in (3.6) and recall the distributional 
definition of A¢. To prove (ii) we need two steps. We first let ¢6 = 'l/J6 * X,¢ 
where 'l/J6* is a mollifier, ¢ E CJ(D) and x, is as in statement (iii). Then, 
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<P6 E COO(D) converges to X€<p in £p(D), and using (2.5) and the remark in 
the first lines of the proof of Theorem 9.2.1, A<p6 converges to XfA¢ in LP. 
This is applied to the definition of Af in a distributional sense to see that 

(3.10) 

Hence ff E Wp. We can use Green's formula (3.4) with ff in place of f. 

Take <P E q(D U V-) [see (2.2)], which is in WJ (D). Then, (3.10), part 

(i) and (3.6) prove (ii). We use (3.10) for ¢, too, and note that Xf¢ E WJ. 
For the proof of (iii), note that Green's formula (3.4), again with a general 

¢ E WJ, taking account of (i) and (ii), gives (iii). 0 

We can now provide some estimates for the weak solutions. This can 
be done with the following. 

(9.3.3) Theorem. When II K 11< 1, the mild solution is unique with the 
estimates 

(3.11) 
>.p II f Iltp(D) +(1- II K liP) 11,- f Iltp,+ + II f(T) IItp(nx~3) 

~ II fo Iltp(nxa'P) 
for p E [1,00) and 

(3.12) II f IIL'><>(D), II ,- f IIL"",+, II f(T) 1IL'><>(nx~3)~11 fo IIL""(!1x~3) 

for p = 00. 

Proof. Let us consider Eq. (2.16) for functions of, say, CJ, not necessarily 
solutions of Af = ->.jj if Itf = K,Df, with II K 11< 1, then: 

(3.13) 
(1- II K liP) 11/- f Iltp,+ + II f(·, T) IItp(nx~3) 

~ II fo IItp(nx!JP) +pRe Iv IfIP- 2](Aj)dr. 

If we now take a sequence Un} of CJ functions that approach a solution 
fin WP, the limit as n ~ 00 of Eq. (3.13) (with fn in place of j) is Eq. 
(3.11). This relation also proves that f E WP. The case of f E Woo follows 
from the previous theorem because the weight () is not essential in the case 
p = 00 and Woo = Woo. The uniqueness of the solution now follows from 
linearity and estimates (3.11) and (3.12). 0 

We can now consider the case II K 11= 1 and prove the following. 

(9.3.4) Theorem. When II K 11= 1, if K carries non-negative functions into 
functions of the same kind and fo is non-negative, then (3.1- 3) have a mild 
non-negative solution f E £p(D), with the estimate (>. > 0): 
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(3.14) II f( ·, T) 1I£l>(nx!JP)S;11 fo Ib(nx!JP) . 

Remark. The problem of uniqueness for II K 11= 1 has been solved5 only 
with additional conditions on K. 

Proof. Let us replace K by JLK with JL E (0,1) in (3.2); then, by the previous 
theorem, we have a unique strong solution P' satisfying (3.11) (p E [1,00)) 
or (3.12) (p = 00), which give uniform estimates for fJl. in V(D) and 
fJl.(., T) in V(il x 3f3). Hence, taking a nondecreasing sequence of values 
of JL converging to unity, we obtain a nondecreasing sequence of functions 
fJl. -+ f in LP(D) and fJl.(., T) -+ h in V(il x R3), pointwise a . e. and 
strongly (p E [1,00]). This f is clearly a weak solution with f(., T) = h, 
and going to the limit in (3.11) (p E [1,00)) or (3.12) (p = 00), we obtain 
(3.14). 0 

So far we have assumed>' > O. We have already remarked, however, 
that the constant >. can be removed and thus all the results remain true 
with some changes in the estimates. In particular, the following corollary 
holds. 

(9.3.5) Corollary. Theorem 9.3.4 is also true for>. = O. 

Since f(T) E V(il x 3f3) by (3.14) and since T > 0 may be arbitrary, 
we can introduce the solution operator U(t) (t E ~+), which carries fo = 
f(·,O) into f(., t) : 

(3.15) U(t)fo = f(., t). 

Then it is not hard to prove the following. 

(9.3.6) Theorem. lfp E [1,00), U(t) is a Co-semigroup on V(il x R3) . 

Remark. The continuity property is lacking for p = 00. 

In the sequel we shall need a generalization of these results to the case 
when the parameter>' in Eq. (3.1) is replaced by a non-negative function 
let, x, e) E Ll((O, T) x ilx3f310c)' Then the above treatment carries through. 

The main difference arises in the definition of the spaces WP and W J and 
in the proof of the analogue of Theorem 9.3.1. In fact, WP is now replaced 

by Wr, such that f E LP and (A + l)f E V and wpt is replaced by wrt , 
such that f E V and (A - l)f E LP while Eq. (3.8) must be replaced by 

(3.16) 
, , - J8 I(R8' (r»ds' 
f(s,r) = g(r)e -s- (r) 
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and Eq. (3.9) is replaced by 

(3.17) 
A A - fs+(r.) I(R S ' (r.))ds' 
g(r) = K[g(r*)e .-(r.) ] + go for rEaD. 

Thus we may conclude with this theorem. 

(9.3.7) Theorem. When II K 11= 1, if K carries non-negative functions into 
functions of the same kind and fo is non-negative, then the problem 

(3.18) (A + l)f = ° in D 

(where ° :::; 1 = l(t, x,~) E L1((0, T) x n x ~oc)) with the boundary and 
initial conditions (3.2-3) has a mild non-negative solution f E V'(D) with 
the estimate: 

(3.19) 

The solution can be written as Ul(t)fo, where, if p E [1,00), Ul(t) is a 
Co-semigroup on V'(n x ~). 

We shall also have to deal with sequences of non-negative functions 
lk E L1((0, T) x n x ~oc). In this case, if {ld converges to lin L1((0, T) x 

n x ~oc)' then {Fd, where 

Fk = 10 
lk(S,X - ~(t + s),~)ds 

-r(r) 
(3.20) 

is a bounded sequence in C([O, T], L1(n x ~3loc)) and converges for any 
t E R+, a. e. in (x,~) to 

F=/
o l(s,x-~(t+s),~)ds. 

-8- (r) 
(3.21) 

Associated with the sequence {lk} we now have the sequence of so­
lutions {Ul k (t)fo} (for the sake of simplicity we restrict our attention to 
the case p = 1), which is pointwise dominated by U(t)fo. Thus {Ul k (t)fo} 
converges to Ul(t)fo because of the dominated convergence theorem, and 
thanks to the fact that all the relations that we need apply, such as (3.16) 
and (3.17), we can pass to the limit when we replace 1 by lk and let n go 
to 00 [in [O,T] for a. e. (x,~)l. 

We remark that we can also solve 

(3.22) (A + l)f = 9 in D (,\ E~) 

with initial and boundary conditions (3.2) and (3.3), when 9 E L1((0, T) x 
n x ~oc). The solution is 
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(3.23) 

We also remark that the traces do exist and satisfy Eq. (1.1) almost every­
where in [0, T] x an x ~, because this is true of any function of the form 
Ul(T)g, T > O. 

We finally notice that {Ud'} is an increasing sequence when {gV} is 
such a sequence. 

Problems 

1. Prove Theorem 9.3.6. 
2. Why does (3.19) hold the way it is without a constant COT in front of 

the norm of fo? 

9.4 Existence in a Vessel with Isothermal Boundary 

In order to deal with the existence theorem in a vessel at rest, with constant 
temperature along the boundary, it is convenient to remark that there is 
an absolute Maxwellian naturally associated with the problem, i.e. the wall 
Maxwellian Mw; an exception is offered by specular reflecting boundaries. 
In the latter case, Mw will mean the absolute Maxwellian with zero bulk 
velocity and total mass and energy equal to the total mass and energy of 
the gas at time t=O. Eq. (1.5) gives: 

(4 .1) J e· n,Dflog'"YDfd1, + f3w J e· nleI2,Dfd1, ::; 0 

(a.e. in t and x E an). Then the modified H-functional: 

(4.2) H = J flog fd1,dx + f3w J lel2 fd1,dx 

will decrease in time as a consequence of the Boltzmann equation and in­
equality (4.1). Thus H is bounded if it is bounded initially. 

Let us divide the subset of n x !R3 where f < 1 into two subsets 
<1± = ((x,e) : ±logf < =Ff3we/2)}. Then (since -flogf is a growing 
function in (0, e-1 ) and less than f for f > e- 1) 

(4.3) - i+ flogfd1,dx::; J fd1,dx+f3w J eexp[-f3we/2]d1,dx::; C 

and in <1-

(4.4) -i-flog fd1,dx ::; [f3w/2] J e fd1,dx . 
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Then Eq. (4.2) implies that both J fjIog fl~dx and J 1~12 f~dx are sep­
arately bounded in terms of the initial data. It is then easy to prove that 
the mass and entropy relations take on the following form: 

(4.5) J f( ·, t)d~dx = J f(·, O)~dx 

J flogf(·,t)d~dx+{3w JI~12f(.,t)~dx 

(4.6) 
+ lot J eU)(-, s)~dxds 

::; J flogf(·,O)~dx+{3w JI~12f(.,0)~dX 

3 a{3 J + m II ax Ilu", fo~dx 

where 

(4.7) eU)(x,~,t)=-41 f f U'f;-ff*)log(f'f;/ff*)B(v,V·n)~*dn. 
1~3 ls+ 

The theorem that we will prove now was first discussed by Hamdache15 , 

but here we shall follow the previously quoted paper by Arkeryd and 
Cercignani2, which, although devoted to the case of nonisothermal bound­
aries, contains a slightly different proof of Hamdache's theorem, with an 
extension to more general boundary conditions, to a more detailed study of 
the boundary behavior, and for the full class of collision operators of the Di 
Perna and Lions 13 existence context. As hinted at in Section 1, we will use 
the equivalent concepts of exponential, mild, and renormalized solutions as 
defined by DiPerna and Lions13 , and such solutions will be found as limits 
of functions solving truncated equations. 

The existence theorem to be proved reads as follows. 

(9.4.1) Theorem. Let fO E L1(Q x ~) be such that 

(4.8) 

Then there is a solution f E C(~+, £l(Q x ~)) of the Boltzmann equation 
such that f( .,O) = fO, which also satisfies relations (4·5) and (4 ·6). 
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Proof. We shall only sketch a proof of the theorem, since the argument is 
rather similar to the one presented by Di Perna and Lions13 for the case 
of ~3; the main differences are the necessity to have trace estimates and 
the fact that we do not have separate energy and entropy estimates; both 
aspects have been dealt with. We shall mention any important modifica­
tion in the course of the proof. We first introduce a smooth truncation of 
the Boltzmann equation and prove an existence theorem for the truncated 
equation. We choose as truncated collision term 

where 

( 4.10) Bk = B 1\ k for e +~; :::; k2 , Bk = 0 otherwise 

We also set 

(4.11) 

(4.12) 

Further, l = loo and fj± = fj~ are analogously defined with 100 = I = 
limlk . Subsequences {kj } of {k}, sometimes necessary from one step to 
the next, will still be denoted by {k}. 

Then for 1,9 E Ll(D x ~), 

( 4.13) 

Hence, for 10 E Ll(D x ~), the mild Boltzmann equation 

(4.14) 

with the desired boundary behavior can be solved by a contraction mapping 
argument. 

If (4.8) holds for 10, then by Green's formula (3.4) /k satisfies (4.5). 
Via suitable smooth approximations it can also be shown that, thanks to 
(4.3) and (4.4), /k also satisfies (4.6), even with /k(t,.) log /k(t,.) replaced 
by l/k(t,.) log Ik(t, .)1, if we add a suitable k-dependent constant on the 
right-hand side. In particular 

(4.15) VT>O sup sUPJ/k(-,t)d~dX < 00 
tE[O,T] k 
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(4.16) "IT> 0 sup SUPjelk(" t)dedx < 00 
tE[O,T] k 

(4 .17) VT>O sup sUPjiklloglk(.,t)l~dX<OO 
tE[O,T] k 

(4.18) 

(4.19) 
ek(fk)(X,e, t) =~(1 + k- 1 j ik~)-l L3 i+ (fU~*­

Idh) 10g(f~/~*/ Iklh)Bk(V, V . n)~*dn. 

By (3.4), with a test function that is a suitable extension to the interior 
of the function n( x) as defined on the boundary, it then follows that 

(4.20) 

where COT only depends on T and the right hand-side of (4.8) (but not on 
k). Under the conditions of, e.g., Theorem 9.2.3, these traces also belong to 
Ll± , but that is not known to be true in general. 

We can now apply the Dunford-Pettis criterion to our sequence to 
conclude from (4.15-17) that {ik} has a subsequence that converges weakly 
to some function f. 

It is then easy to show that the sequences {Q\~~:fk)}, {Q\~~:!k)} are 
in a weakly compact set of L1((0,T) x n x B R ), where BR is the ball of 
radius R in velocity space. This is proved in exactly the same way as in the 
case13 of 1R3. 

We denote by l = LI the function multiplying I in the loss term 
of the Boltzmann equation and by Ul(t) the semigroup associated with it 
according to Theorem 3.6. When we solve the truncated equation, we deal 
with lk and Ul k (t). According to Eq. (3.23) we have 

(4.21) Ik = Ulk(t)/Z + lot U1k(t - s)Q~(ik,ik)ds 
Using the velocity-averaging lemma we shall prove that I is a solution 

of the Boltzmann equation that retains a fairly weak control of the traces. 
As in the case of 1R3 , one exploits the fact that all the terms are 

non-negative to go to the limit in Eq. (4.21) . Let us denote by al/(s) the 
minimum 1/ 1\ s = min(//, s) and put fk = al/(fk)' We may assume that It: 
tends (weakly) to some f" in L1((0, T) x 1R3 X 1R3 ) and as a consequence 
f" (different from al/(f) in general) converges to I in a monotonous way. 
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Given v, we can apply the averaging lemma to study the convergence of Ii:, 
which is also bounded by v; then Qi (I;:, Ik) converges weakly to Q + (I'" , f) 
in L1((0, T) x n xBR ) for any R > o. On the other hand, Eq. (4.21) implies 

(4.22) 

For a. e. rED either the x-component of RS(r) is nontangential to 
an at -s = s-(r) > 0 and belongs to an open Cl-component of an, or the 
x-component belongs to nat -s = s-(r) = O. (The analogous situation 
for s = s+(r) will not be discussed.) For such an r, there is a neighborhood 
N of R-s- (r)(r) in aD+, so that the world lines emanating from that 
neighborhood have the same properties as RS(r) and have an x-component 
staying in n through a neighborhood of r. Let 1/;N, or, for convenience, 
simply 1/;, be the characteristic function of N prolonged with value unity 
along the corresponding world lines R S (.) , and with 1/; = 0 otherwise. We 
have to abandon the semigroup Ulk because it is not clear that it will 
survive when we take the limit as k goes to 00 . Thus we shall prove that 
the (weak) limit of Ik is a mild (and hence renormalized) solution of the 
Boltzmann equation and defer to Theorem 9.4.2 the discussion of its tie 
with the boundary conditions. To this end, for r' EN and 0 < s < s-(r), 
we rewrite Eq. (4.21) for t = sand t = 8, solve the second of these relations 
for 12, and insert the resulting expression into the first of them; then we 
argue on the new relation as we did before to pass from (4.21) to (4.22), to 
obtain: 

Ik(RS (r')) ?U; (r', s )0: (r', 8)/k(RIi (r')) 
(4.23) 

+ is U;(r', s)U:(r', r)Q~(I;:, /k)(RT(r'))dr. 

For R-s-(r)(r) = (t,x,e) E E+ pick a product neighborhood of 
(t,x,e): It x N x x Ne eN. For 0 S s S s-(r) let Ns be the projection in 
[0, TJ x n of RS(It x Nx x {O). Take a smaller product neighborhood of 
(t,x,e); 

(4.24) 

so that 

(4.25) 

Denote by Nlis the subset 
(4.26) 

S 

Nos = {RS' (r')lr' E N',O S s' S s- (r),RS' (r') E U N s" x Nel· 
Ii~ s"~s 
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Set 'lj;N6. = 'Ij;. It is a consequence of the averaging lemma and the 
estimates of fk that for the integral over N6s , 

(4.27) lim lim j I jU'k'lj; - f'lj;)d~ldxdt = O. 
v---+oo k---+oo 

It follows that for a. e. 0 < 8" < 8-(r), 

(4.28) lim lim 1 11 U'k'lj; - f'lj;)~ldxdt = O. 
v--+oo k--+oo Nslf Ne 

We are now going to use a technique that was introduced in a paper by 
Arkeryd and Cercignani3 , devoted to the Enskog equation, and adapted 
to the present case by the same authors2. Multiplying (4.23) by 'Ij; and 
integrating, we get, by averaging and using (4.28) for a. e. 8 and 8 with the 
same double limit and after letting the support of 'Ij; shrink to a Lebesgue 
world line, that 

f(RS(r'» ?fr (r', 8 )u+ (r', 8)f(R6 (r')) 
(4.29) 

+ is U-(r', 8)U+(r', T)Q+U, f)(RT(r'»dT 

for a. e. r' E E+ and a. e. 0 < 8 < 8 < 8+(r'). An analogous reasoning 
gives (4.29) in the case R-s-(r)(r) E V+. 

Having obtained the last inequality, we now prove that the opposite 
inequality also holds, in order to be able to conclude that the equality sign 
applies in (4.29). To this end, let us now denote by f'k = vlog(l + A/v) so 
that 

'
V =u (t)/OV + r U (t _ ) QiUk, fk) d 
k lk k 10 lk 8 1 + A/v 8 

+ lot Ulk(t - 8)[lkU'k - 1 +f;k/)ld8. 

(4.30) 

Rewriting (4.30) similarly to (4.23) and arguing as for (4.29) from here 
we get for a. e. r' E E+ and a. e. 0 < 8 < 8 < 8+(r') 

f(RS( r'» s,U- (r', 8 )u+ (r', 8)f(R6 (r'» 
(4.31 ) 

+ is U-(r', 8)U+(r', T)Q+U, f)(RT(r'))dT, 

which, together with (4.29), implies that the equality sign holds in (4.29). 
Thus when 8 -+ 0 

(4.32) 

f(r) = U- (r, O)f(R-S- (r) (r» + 1° U-(r, O)U+(r, 8)Q+U, f)(RS(r»d8 
-s- (r) 
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for any r on a. e. world line in D. Eq. (4.32) allows us to conclude that f 
is a solution of the Boltzmann equation. 

Finally the entropy inequality can also be proved, by starting from the 
truncated equation and arguing as in the case of R3. 0 

We are now in a position to study the boundary condition satisfied 
by these solutions. These boundary conditions have been left unspecified 
so far. In fact, Eq. (4.32) only says that f is a mild solution (and hence a 
renormalized solution) of the Boltzmann equation but gives no indication 
whether this solution satisfies the boundary conditions. This would be au­
tomatic if f were an ordinary weak solution. As a matter of fact, nobody 
has proved so far that the traces of f satisfy (1.1) . The only result that has 
been proved, by Hamdache15 and, in a more explicit way, by Arkeryd and 
Cercignani 2, is that Eq. (1.1) is replaced by an inequality. Following these 
papers we prove the following. 

(9.4.2) Theorem. There is a solution, as in Theorem 4.1, that satisfies 

(4.33) 

Proof. It follows from (4.20) that 

(4.34) 

and 

(4.35) 

{ I~· nI2"1jjfkda~'ds:::; COT JE+ 

( I~· nI2"1Dfkda~'ds:::; COT. JE-
Given E > 0, consider the subset E!, C E± where the a.o-projection is 

in the open C 1 part of 0.0 and s+ + s_ > E. 'ljJf or, for convenience, simply 
'IjJ, will hereafter denote the characteristic function of a bounded Borel set 
in E!, prolonged with value unity along the word lines and equal to zero 
otherwise. 

The particular Borel sets actually considered will also be required to 
be contained in the intersection of E!, with a product neighborhood It x 
N x x Nf., where N x is contained in a C 1 piece of 0.0 and ~' . n(x') =I 0 for 
x' E Jil x, e E Jil f.. We shall finally require that f (R(·» ~ f (.) uniformly 
when {j ~ 0 on the Borel sets considered. 

To prove the trace statement, it is enough to prove for such 'ljJs that 

(4.36) 

With fk as in (4.30) and r = w-limk--+oo fk in Ll(D), we have r i f 
pointwise a. e. and strongly in Ll(D) when v ~ 00. So for a. e. (small) 
{j> 0, 'ljJr i 'ljJf strongly in Ll(N6 x Nf.) . By averaging, similarly to (4.27-
28), 
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(4.37) 

and outside a set of arbitrarily small measure 

(4.38) 

uniformly over r E E+ n supp'ljl, and with the right-hand side uniformly 
bounded. Let -(fi = 'IjI for the remaining set of word lines in supp 'IjI and 
-(fi = 0 otherwise. 

For b > b' > b" > 0 it follows from (4.30) that 

(4.39) 

6" 

0::; [ U-:(r, r) [-(filk (f'k - f; / )(RT(r))]dr J61 1 + k v 

::; U-:(r,b')[-(fi(fk(R6' (r))] - U-:(r,b")[-(fi(fk(R6" (r))] 

::; U-:(r, b) [-(fi(ik(R6(r))] - U-:(r, b") [-(fi(fk (R6" (r))] 
6' 

+ 1" U-:(r, r)[lk(fk(RT(r))]dr 

::; (j + I){U-:(r, b)[-(fi(ik(R6(r))] - U-:(r, b")[-(fi(ik(R6" (r))]} 

+ -1 2 . [6 e(ik) (RT)dr. 
ogJ Jo 

In the limit k -+ 00, the first two inequalities give 

(4.40) 0::; U+(r, b') [-(fi(fll (R6 1 (r))] - U+(r,b")[-(fi(f"(R6» (r))]. 

The first two terms in the last member of (4.39) give, in the limit when 
k -+ 00, 

which is bounded by 

Recalling that ik satisfies (4.18), and the uniform convergence f 0 R6 -+ f, 
we may conclude that 

(4.41) lim J IU+[-(fifl: ] - -(fifl~ Idtda~ = 0 
6 ...... 0 6 + 

uniformly with respect to v. This, together with 

( 4.42) 

implies that 

( 4.43) 
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An analogous result holds for L 1- . 

By concavity and Jensen's inequality, (1.1) implies 

( 4.44) 

Now in Ll± 

(4.45) w- lim ,M0 If] = ,M0 r] 
k-+oo 

and so 

( 4.46) 

By (4.43) this gives 

( 4.47) 

and from here finally 

(4.48) 

o 

Remark. If the traces of the solutions are in Ll± (as in the case of 
Maxwellian diffusion at the boundary), and if QU, I) belongs to Ll(D) 
then there is equality in (4.33) . 

Problem 

1. Prove that if Eq. (1.1) is replaced by an inequality (with 2: in place 
of =) and the total mass is conserved, then the equality sign must 
apply and the original equality is recovered a. e. (Hint: Integrate the 
Boltzmann equation with respect to x,~, t.) 

9.5 Rigorous Proof of the Approach to Equilibrium 

Discussions of equilibrium states in kinetic theory are as old as the theory 
itself; actually these states were discussed even before the basic evolution 
equation of the theory, i.e., the Boltzmann equation, was formulated. The 
recent work on the mathematical aspects of kinetic theory has also led to 
new results on this problem. 

The aim of this section is to discuss the trend to equilibrium, following 
the approach of Desvillettesll and Cercignani8 , which is based on a remark 
by DiPerna and Lionsl2 . The main result is the following. 
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(9.5.1) Theorem. Let f(x,f" t) be the solution of the Boltzmann equation, 
with initial data fo(x, e) such that 

(5.1) fo?Oj r r fo(x, e)(1 + lel2 + I log fo(x, e)l)dxcte < +00. In J~P 
Let f also satisfy the boundary condition (l.l},where the kernel is such 
that Eqs. (1.2-4) hold (Mw is a constant and uniform Maxwellian). Then, 
for every sequence tn going to infinity, there exist a subsequence tnk and a 
local Maxwellian M(x, e, t) such that fnk (x, e, t) = f(x, e, tnk + t) converges 
weakly in Ll(n x ~ x [0, TJ) to M(x, e, t) for any T > 0. Moreover, M 
satisfies the free transport equation 

(5.2) 

and the boundary condition (1.1). 

Proof. According to the proof presented in the previous section 

(5.3) 

rT r r r r [f(x,(,t)f(x,e:,t) - f(x,e,t)f(x,e.,t)] Jo J'§t3 JnJ82 J'§t3 
x {log[J(x, (, t)f(x, e:, t)] -log[J(x, e, t)f(x, e., t)]} 

x B(V, v . n)cte.dndxctedt 

+ sup r r f(x,e,t)(1 + lel 2 + Ilogf(x,e,t)l)dxcte < +00. 
t In J'§t3 

Thus fn(x, e, t) = f(x, e, t+tn ) is weakly compact in Ll(n x ~ x [0, TJ) for 
any sequence tn of non-negative numbers and any T > 0. If tn -+ 00, then 
there exist a subsequence tnk and a function M(x, e, t) in Ll(n x ~ x [0, TJ) 
such that fnk converges weakly to M in Ll(n x ~ x [0, TJ) for any T > 0. 
In order to prove that M is a Maxwellian, we remark that, since the first 
integral in Eq. (5.3) is finite, then 

rTHnk r r r r [f(x,(,t)f(x,e:,t) - f(x,e,t)f(x,e.,t)] Jtnk J'§t3 J n J 8 2 J'§t3 
{log f(x, e', t)f(x, e~, t) }B(V, V . n)cte.dndxctedt -+ ° 

f(x, e, t)f(x, e., t) 
(k -+ 00), and thus 

(5.4) 
rT r r r r [fnk(x,(,t)fnk(x,e:,t) Jo J'§t3JnJ82J'§t3 

- fnk (x, e, t)fnk (x, e., t)]{log[Jnk (x, (, t)fnk (x, (*, t)] 
-log[fnk (x, e, t)fnk (x, e., t)]}B(V, V . n)cte.dndxctedt -+ ° 

(k -+ 00). But for all smooth non-negative functions </J,'I/J with compact 
support: 
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(5.5) 
1 [1 Ink (X, (, t)lnk (X, ~:, t)¢>(~)"p(~.)B(V, V . n)cte.dncte 

!R3 l82 !R3 

---.1 [1 M(x, (, t)M(x, ~:, t)¢>(~)"p(~.)B(V, V . n)cte.dnd~ 
!R3 l82 !R3 

(a. e. in [l x [0, T] when k ---. 00) and 

(5.6) 
1 [1 Ink (x,~, t)lnk (x, ~., t)¢>(~)"p(~.)B(V, V . n)cte.dnd~ 

!R3 l82 !R3 

---.1 [1 M(x,~, t)M(x, ~., t)¢>(~)"p(~.)B(V, V . n)d~.dncte 
!R3 l82 !R3 

(a. e. in [l x [0, T] when k ---. 00). This was proved by DiPerna and Lions12 
with the following kind of argument (we just consider (5.6) because (5.5) 
is analogous). First, remark that for any Borel set A E 8(BR X BR X 8 2 ) 

with respect to the measure dJ-t = B(V, V· n)cte.dncte, where BR is the ball 
of radius R in velocity space 

(5.7) 

i Ink (X,~, t)lnk (X, ~., t)B(V, V . n)cte.dncte 

::;M2 J-t(A) + [ Ink (X,~, t)lnk (X, ~., t)[X(fnk (X,~, t) 2: M) 
lER 

+ X(fnk (X, ~. , t) 2: M)]B(V, V . n)cte.dncte 

::;M2J-t(A) + ["p(M)rlK(t,x)N(t,X) (\;1M> 0) 

where X denotes the characteristic function of a set and "p(t) E C([O,oo» 
is an increasing function such that "p ---. 00 as t ---. 00, "p ( t) (log t) -1 ---. ° as 
t ---. 00, while 
(5.8) 

K = sup [ Ink(X,~,t)lnk(X,~.,t)["p(fnk(X,~,t» +"p(fnk(X,~.,t»] 
k lER 

B(V, V . n)cte.dncte x (1 + 1 Inkcte)-l 
!R3 

N =sup(l + 1 Inkcte)· 
k !R3 

Here K and N are functions independent of Ink. This proves that the 
product Ink(X,~,t)lnk(X,~.,t) is weakly compact in £1(ER ,dJ-t) for a. a. 
(x, t) E [l x (0, T). We already know that 

Ink (x,~, t)lnk (x, ~., t)[l + 1 Ink~]-l 
!R3 

converges to the corresponding function, 

M(x,~, t)M(x,~*, t)[l + 1 Md~]-l, 
!R3 
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weakly in L1(ER,dl1) for a. a. (x,t) E fl X (O,T). But the denominator 
converges a. e. to 1 + f~3 M d{; hence fnk (x,~, t)fnk (x, ~., t), which has been 
shown to be weakly compact, converges weakly to M(x,~, t)M(x, ~., t) in 
£l(ER,dl1) for a. a. (x,t) E fl x (O,T). It is then possible to extract a 
subsequence (which we still denote by fnk)' such that 

(5.9) 

r r r [Jnk (x, (, t)fnk (x, ~:, t) - fnk (x,~, t)fnk (x, ~., t)] 
1~3 lS2 1~3 

{log [fnk (x, (, t)fnk (x, ~:, t)]- log[Jnk (x,~, t)fnk (x, ~., t)]} 

B(V, V· n)d{.dnd{ -+ 0 

(a. e. in fl x [0, T] when k -+ 00) for a dense denumerable set in C(~) 
of non-negative smooth functions <p and 1jJ. But then the convexity of the 
function C(f,g) = (f - g)(1ogf -logg) (~+ x ~+ -+ ~+) implies that we 
can pass to the limit and obtain 

(5.10) 
[M(x, (, t)M(x,~:, t) - M(x,~, t)M(x,~*, t)] 

log M(x,e',t)M(x,e'*,t)] B(V, V· n) = 0 
[M(x,~, t)M(x, ~*' t) 

(a. e. in ~.,n,x,~.,t). Then, since C(f,g) is non-negative and B(V, V· n) 
strictly positive: 

(5.11) M(x, (, t)M(x, ~:, t) = M(x,~, t)M(x,~*, t) 

(a. e. in~, n, x, ~*' t)). Then, as proved in Chapter 3, M is a Maxwellian and 
is, thanks to the property of weak stability, a renormalized solution of the 
Boltzmann equation satisfying the boundary condition (1.1). Accordingly 
Q(M, M) = 0 and Eq. (5.2) holds. 0 

Theorem 5.1 tells us that the solutions of the Boltzmann equation with 
the boundary conditions (1.1) behave (in the case of a boundary at constant 
temperature) as Maxwellians satisfying the free transport equation, Eq. 
(5.2). These Maxwellians are well known since Boltzmann6 , and they were 
already discussed in Chapter 3. They have the following form: 

(5.12) M = exp[ao + bo· ~ + CoI~12 + dolx - ~t12 + eo· (x - ~t) + fo . (x /I. ~)] 

where ao, Co, do E ~ and bo, eo, fo E ~3 are constants. Now if we impose the 
condition that M(x,., t) is an L1 function for any t ~ 0, we see that Co must 
be negative and do nonpositive. We exclude now from our considerations the 
cases in which the kernel K is a delta function; in fact, the only significant 
situations in which a Dirac delta occurs are exceptional and can easily be 
treated in detail as shown by Desvillettesll . In the other cases, there is 
only one Maxwellian that is compatible with the boundary conditions, Le., 
a Maxwellian with no drift and constant temperature; this immediately 
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implies that bo, do, eo, fo are zero. Hence M is a uniform Maxwellian, which 
coincides with Mw' Thus we have the following result, embodying the results 
of Desvillettesll and Cercignani8 . 

(9.5.2) Theorem. The Maxwellian M in Theorem 5.1 is uniform, with the 
exception of specularly reflecting boundaries having rotational symmetry 
about an axis f. In the latter case the Maxwellian M might describe a solid 
body rotation of the gas about f. 

Recently L. Arkeryd 1 has proved that f actually tends to a Maxwellian 
in a strong sense for a periodic box, but his argument also works in other 
cases; his proof uses techniques of nonstandard analysis and, as such, is 
outside the scope of this book. Subsequently P.-L. Lions17 obtained the 
same result without resorting to nonstandard analysis. 

Problem 

1. Consider the case of a specularly reflecting boundary and prove that 
a solid body rotation of the gas about an axis is compatible with the 
boundary conditions if the boundary has rotational symmetry with 
respect to that axis (as mentioned in Theorem 9.5.2). 

9.6 Perturbations of Equilibria 

Let us consider again the initial-boundary value problem for the Boltzmann 
equation 

(6.1) Af = Q(J,!) in D 

(6.2) 

(6.3) f(x,~, 0) = fo(x, ~). 

Let U(t) be as in (5.15) (A = 0). Then the initial-boundary value problem 
reduces to solving the following integral equation 

(6.4) f(t) = U(t)fo + lot U(t - s)Q(J(s), f(s))ds. 

It is easy to prove local existence of this equation (Problem 2) in several 
spaces, typically: 
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with norm 

A case in which one can say a lot more about the solutions of initial­
boundary value problems is the case when the data are compatible with 
a solution close to a uniform Maxwellian distribution M. Then techniques 
akin to those in Chapter 7 can be used. To this end, let us introduce the 
perturbation h such that 

(6.7) 

and first assume that M coincides with the wall Maxwellian, so that Eq. 
(1.4) is satisfied by M. Eqs. (6.1- 3) can then be rewritten in the following 
way: 

(6.8) Af=Lh+r(h,h) in D 

(6.9) 
+ A _ 

'YDh(x,e,t) = K'YDh on aD 

(6.10) h(x, e, 0) = ho(x, e) 
where L and r are the same as in Chapter 7 (see Eqs. (7.1.4) and (7.1.5)), 
while 

(6.11) 

Now the global solution can be found by the same technique used in Chapter 
7, provided the linearized operator 

(6.12) B = -e . a/ax + L 

with the boundary conditions (6.9) generates a semigroup T(t) with a nice 
decay. 

In the previous chapter, we have met two different types of decay of 
the semigroup T(t). One of them occurs in the pure initial value problem 
in ~ and the other in the same problem for T3. We may expect that these 
two types of result also apply in the presence of boundary conditions; the 
first of them with a decay like r<:t(a: > 0) should apply to unbounded 
domains, while the second, with an exponential decay, should apply to 
bounded domains. 

There are several papers dealing with the proofs of the behaviors con­
jectured. The case of a bounded domain has been considered by Guiraud14 

in the case of diffuse reflection and by Shizuta and Asan020 in the case 
of specular reflection, both assuming that fl is convex. The case of un­
bounded domains exterior to a bounded convex obstacle was treated by 
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several Japanese authors21,24. Here it will be dealt with in Section 8 after 
studying the corresponding steady problem. 

Problems 

1. Prove an estimate for QU, f) in X Q ,j3 (see Ref. 2). 
2. Use the estimate of Problem 1 to prove a local existence theorem for 

(6.4) (see Ref. 2). 

9.7 A Steady Problem 

We shall now deal with the steady flow of a gas past an obstacle 0 whose 
exterior will be denoted by D. At space infinity the distribution function 
will be a drifting Maxwellian Mv. Then the distribution function f satisfies: 

(7.1) ~. of lax = QU, f) in V 

(7.2) 'Ybf(x,O = K'YDf on aV 

(lxl-+ 00). 

We remark that Mv (v i= 0) is not, in general, a solution of (7.1- 3), because 
it violates the boundary condition (7.2). Since, however, it is a solution of 
the problem when v = 0, we can expect the solution to be close to Mv when 
v is small. 

This conjecture has been exploited and proved in a paper by Ukai and., 
Asan025 , which we shall follow in the sequel. We must warn the reader that 
here and in the next section, where we shall discuss the stability of the 
solution under consideration, we shall not reproduce the entire proofs; we 
shall rather try to give the line of thought and a few indications, that may 
give the reader the flavor of the proofs. 

Since, in analogy with what was discussed in Chapter 7 for the pure 
initial value problem, the basic technique is to show that the solution is a 
small perturbation of M v , we let 

(7.4) f = Mv +M~/2h 

where Mw is the wall Maxwellian. We also assume that the temperatures 
(3 and (3w of Mv and Mw are close in the sense that 1(3 - (3wl ::; 77lvl with 
some 77 ~ O. 

In terms of h, Eqs. (7.1-3) read as follows 
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(7.5) ~. ah/ax = Lvh + r(h, h) in V 

(7.6) 

(7.7) h(x,~) ~ 0 (Ixl ~ 00) 

where 

(7.8) 

and rand k are as before, while 

(7.9) 

We remark that Lv is not self-adjoint in L2(lRV when v =1= o. 
Let Bv be the linearized Boltzmann operator 

(7.10) Bv = -~. a/ax + Lv in V 

with the boundary conditions (7.7) and 

(7.11) on aV 

and assume that it has an inverse B;;1. Then Eqs. (7.5-7) are equivalent to 

(7.12) u + B;;1 r(h, h) = ¢>v 

where ¢>v is a solution of the linear steady problem 

(7.13) ~ . a¢>/ax = Lv¢> in V 

(7.14) on aV 

(7.15) (Ixl ~ 00). 

Once B;;1 and ¢>v have been shown to exist, we can solve Eq. (7.12) by 
the implicit function theore'm (see below). A delicate problem is posed by 
the existence of B;;1. As we shall see, 0 E a(Bv) and thus B;;1 does not 
exist in L2(V). By means of the so-called principle of limiting absorption, 
familiar in scattering theory, it is possible, however, to find B;;1 (in another 
function space) as a limit of (Bv - )..1)-1 as ).. ~ o. 
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To illustrate the method, let us first consider Bv in the special case [l = 
~. Then, as in Chapter 7, it is enough to study the Fourier-transformed 
operator Bv(k) = -ik· ~ + Lv . Lv has the same properties as L (= L v for 
v = 0) except that it is not self-adjoint. In particular, 

(7.16) 

where Vv = v(~ - v) and Kv is an integral operator to which Theorem 7.2.4 
applies continuously in v. Let L2, L~ be defined in Section 2 of Chapter 7 
and ko, ao, {lj(K) , SdK] as in Theorem 7.2.6, and set 

(7.17) E(a, a) = {A : Re(A) 2 -a; -Re(A) ~ aIIm(AW}· 

It is then possible to prove the following. 

(9.7.1) Theorem. Define Bv in L2(R; xRV with the maximal domain. Then, 
for any Vo 2 0, there is an ao > 0 such that for all v E SI [vol, the following 
holds: 

(7.18) 

(7.19) 
5 

(AI - B v )-1 = L Uj(A, v), 
j=O 

for all A E E(ao, ao)\{O}, where for 0 ~ j ~ n + 1, 

Uj(A,V) = F;IX(k)(A - Aj(k, v))-lpj (k,v)Fx , 

X(k) = 1 (k E SdKo]), X(k) = 0 (k (j. SI[KO]), 

Aj(k, v) = {lj(lKI) + ik· v 

(7.20) Pj(k,v) E BO(SI[KO] x SI[vo];B(L2,L~)), 

while for j = 5 

Further, the operators Uj are mutually orthogonal and the Pjs are mutually 
orthogonal projectors of L2 with Pj(k, 0) = Pj(k), I:j Pj(O, v) = Pv = Po. 

Here U E BO(P; V) means that U varies in V and is uniformly bounded 
with respect to parameters varying in set P. 

For the proof, we refer to the original paper by Ukai and Asano25 • 
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According to (7.21) U5 (0, v) is a bounded operator, whereas, since 
['>'j(k, V)J-l has a singularity at k = 0 as seen from the asymptotic expan­
sion of {lj(K) given in Theorem 7.2.6, Uj(O, v), OS j 54, are unbounded in 
L2(iR~ x iRD. However, since this singularity is integrable, Uj (.>., v) can be 
made continuous at .>. = 0 (and, hence, Uj(O, v) bounded), if the domain 
and range spaces are chosen appropriately. This is the principle of limiting 
absorption. In order to arrive at a more precise statement, we set 

LP'S = LP's (iR3 X iR3 ) r r x e 
(7.22) 

={h = h(x,~): (1 + 1~12r/2h E LS(iR~j£p(iR~»}. 

Then one can prove the following. 

(9.1.2) Theorem. Let 1 5 q 5 2 5 p 5 00, () E [0,1), m = 0,1 with 

(7.23) q-l _ p-l > (2 - m)/(3 + (). 

Then for 0 5 j 5 n + 1, 

Proof. It is enough to discuss the case m = O. By the interpolation inequality 
for the Fourier transform, and proceeding as in Theorem 7.4.1, we obtain: 

(7.25) II Uj()..,v)h IIL~"ooS C II FxUj()..,v) IIL~"ooS C1}j(v) II h 111'2 

(lip + lip' = 1), where 

(r = 1/q - lip)· 

After a lengthy calculation based on the asymptotic expansion of {lj(K), one 
can show that 1}j(v) 5 Cjlvl-O, so that IvIOUj(.>.,v) is uniformly bounded 
in B(Lg,2,~,OO) for ()..,v) E E(ao, 0'0) x SdvoJ. The continuity in v and)" 
can be proved in a similar way. 0 

In order to pass from the case of ~ to the complement n of an obstacle 
o in ~, it is required to solve 

(7.27) )"h + ~. {)hl{)x + vvh = 0 in V 

(7.28) ,t,h(x,~) = s on {)V 
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(7.29) 

for a given s E YP,+ = LP(E+I In(x) . ~ldO"d~} Assume 

(7.30) 0 is a bounded convex domain and 80 = 8il is piecewise C2 . 

Then (7.27-29) can be easily (and explicitly) solved; denote the solution by 
h = Rv()..)s, where Rv()..) is the solution operator. Let [ be the operator 
extending an operator A from V to ~; x ~ by letting [A to be zero in 
VC and R the restriction operator from ~; x ~ to V. Henceforth, also let 
B;;" denote the Boltzmann operator in ~; x ~, in order to distinguish it 
from the Boltzmann operator Bv in V. Further, set 

(7.31) 

and 

(7.32) 

After some manipulation we can write the resolvent ()"I - Bv )-1 in an 
explicit fashion25 : 

(7.33) 

(M - Bv)-1 = R(M - B;;,,)-I[ 

+Sv ()..) (I - Tv ()..))-1 K(M - B;;,,)-I[ 

Sv()..) = Rv()..) + R(M - B;;,,)-I[KvRv()..) 

= bjjR(M - B:t)-I[)t. 

Originally, this representation formula is obtained in L2(V) for)" E p(B;;,,)n 
p(Bv) and 1 E p(Tv()..)), but it can be used to define (M - Bv)-1 in other 
spaces as long as the right-hand side makes sense. A crucial point is the 
existence of (I - Tv ()..))-1 , which is guaranteed by the following. 

(9.7.3) Lemma. Let p E [2,oo],r > 3(p - 2)j(2p). Then there are positive 
constants aI, VI, 0"1 such that 

(7.34) (I - Tv ()..))-1 E BO(E(aI, 0"1) x SI [VI]; B(Y,!"+)), 

where Y!,+ = {h : (1 + 1~12t/2u E YP,+}. 

For the proof see Ukai and Asano25 . 

We remark that in order to prove this lemma and the two subsequent 
theorems, one needs a space of at least three dimensions; no analogous result 
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is known for two-dimensional flows. This is related to the so-called Stokes­
paradox, which was discovered by Stokes for the Navier-Stokes equations 
and extended to the Boltzmann equation by Cercignani lO • 

This lemma and Theorem 9.7.2 permit the evaluation of the right­
hand side of Eq. (7.33) . In addition, we need some estimates for Rv()..) and 
must use the same arguments as in Theorems 7.4.3 and 7.4.4. Let us define 
~,S(V) in the same way as in (7.22) with lR~ x lR~ replaced by V = [l x lR~, 
and set 

(7.35) XP = LP'oo n L 00 , 00 r r-1/p r , 

One can prove the following. 

(9.7.4) Theorem. Let 1 :s; q :s; 2 :s; p :s; 00 , r > 3/2, 0 E [0,1), m = 0,1 
with 

(7.36) q-1 _ p-1 > (2 - m)/(3 + 0) , p-1 < 1 - 2/(3 + 0). 

Also, let a E [O,IJ and,,/ = 1 + p-1 - q-1. Also with ab Vb 0"1 of Lemma 
9.7.3, set E = E(ab 0"1) x SdV1J . Then 

(i) there is a constant C 2 ° such that for any ().., v) E E, 

(7.37) 
IvIO')' II (M - Bv)-l(I - pv)m(vvI)Qh IILP , oo 

r-l/p 

:S;C(II h IIx:.' + II (vvI)Qh Ib)· 

(ii) Let t > ° and 8 > 0,,/. Let hv be such that 

(7.38) 

then 

(7.39) 

hv E LOO(Sdvdi Xn n BO(Sdc1Ji X~_.), 

(vvI)Qhv E BO(Sdc1Ji Zq)i 

IvIO')'(M - B )-1(1 - P. )m(v I)Qh E BO(E- LP'oo ). v v v v , r-.-1/p 

If we compare this result with Theorem 9.7.2, the behavior of (M -
B v )-l near v = ° is worse than that of Uj ().., v). Let m = a = ° and let h E 

Xfnzqi then, for v E SdV1J fixed, (M _Bv)-lh E BO(E(abO"diL~::_l/P) 

so that B;;lh E L~::_l/P exists as a limit of -(M - B v)-lh as ).. --; 0. 
Using this inverse, we can solve Eqs. (7.12-14) in the form 

(7.40) 

and prove the following. 



(9.7.5) Theorem. Let p E [2,00], () E [0,1) with 

(7.41) p-1 < 1 - 2/(3 + ()). 

Let r > 3 and assume that 

hv E BO(8dcd; Yroo.-), 
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(7.42) 
II hv 11= O(lvl) (v -> 0). 

Then </Iv solves {7.12- 14} in LP-sense and, with 'Y = 2 - l/p , 

(7.43) 
</Iv E BO(8dc1]; L~'OO), 

II </Iv II = O(lvI 1- o,),) (v -> 0). 

For the proof, we refer to the paper by Ukai and Asano21 . 

We remark that the second condition in (7.42) is satisfied if, as it was 
assumed before, 

(7.44) (17~0). 

In order to solve the nonlinear problem (7.12), we must now estimate 
B;;l r(g, h). This is done with the following. 

(9.7.6) Lemma. Let () E (0,1) and r > 5/2. Assume that 

(7.45) (3 + ())/(1 + ()) < p < 3 + () 

and let 'Y = 1 + 2/p. There is a constant C ~ 0 such that, for v E 81 [cd, 

(7.46) II B;;1r(g,h) II:::; Civl-O')' II 9 1111 h II 

For the proof we refer again to the paper by Ukai and Asano25 . 

This lemma and Theorem 9.7.5 enable us to apply the contraction 
mapping technique to solve the steady problem in the form (7.12). At a 
first glance, however, (7.46) does not seem to be good enough, because, if 
we choose () f- 0, it diverges as v -> 0, while the choice () = 0 is excluded in 
Lemma 9.7.6. The nice behavior of </Iv indicated in (7.43), however, compen­
sates for this defect of the estimate of II B;;1 r(g, h) II. In fact, let () E [0,2/7) 
and p ~ 2. Then, we can find a such that 

(7.47) a1 == ()(1 + 2p-l) < a < 1 - ()(2 - p-l) == a2' 

If we now put h = IvlOg and rewrite (7.12) as 
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(7.48) g=O (v=O) 

then thanks to (7.43) and (7.46), the following estimates hold: 

(7.49) 

(T = a2 - a, 0- = a - ad 

(7.50) II Gv(g) - Gv(h) II::; cIlvlO'(11 9 II + II h II) II 9 - h II 

(0- = a - aI) , where II . II is the norm in Xf, CI and C2 are positive 
constants independent of v, g, and h. Since 0-, T > 0, Gv(g) is a contraction 
for small values of lvi, which proves the following. 

(9.7.7) Theorem. Let 0 E [0,2/7) , r > 5/2, and assume that {7.45} and 
{7.47} hold. Then there is a positive number Vo {::; VI} such that for any 
v E SI[VO], Eq. {7.12} has a unique solution hv in Xf satisfying 

(7.51 ) (a + T = a2 = 1 - 0(2 - l/p)). 

For the proof see Ukai and Asano25 . 

Before ending this section, we make a few remarks. First, the continuity 
properties stated in Theorems 9.7.4 and 9.7.5 can be used to prove that 

(7.52) (€ > 0) . 

Also, it can be shown that hv E WP and satisfies Eq. (7.5) in V -sense. 
We also explicitly remark that the exponent a2 < 1 in (7.52) is not 

quite satisfactory. In fact , heuristic considerations (see, e.g., Ref. 10) would 
suggest that the exponent should be unity (maybe with a different norm) 
so that the perturbation goes to zero linearly with v. As a matter of fact, 
a more refined result was proved by Ukai and Asan026 by using a more 
sophisticated technique (Nash's implicit function theorem) supplemented 
by decay estimates of hv for large values of x. According to this result, 
the solution in Theorem 9.7.7 satisfies (7.51) with a + T = 1 (0 = 0) in 
LOO,OO(fl x RV n Lf.(V(fl) n LOO(fl)) (1 < p < 00 , r > 4). 
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Problems 

1. Prove Theorem 9.7.1 (see Ukai and Asan025 ). 

2. Prove Lemma 9.7.3 (see Ukai and Asan025 ). 

3. Prove Theorem 9.7.4 (see Ukai and Asan025 ). 

4. Prove Theorem 9.7.5 (see Ukai and Asan025 ). 

5. Prove Lemma 9.7.6 (see Ukai and Asan025 ). 

6. Prove Theorem 9.7.7 (see Ukai and Asan025 ). 

9.8 Stability of the Steady Flow Past an Obstacle 

We shall now deal with the unsteady flow of a gas past an obstacle 0 whose 
exterior will be again denoted by fl . As in the previous section, at space 
infinity the distribution function will be a drifting Maxwellian Mv. Then 
the distribution function f satisfies: 

(8.1) of lOt +,. of lax = Q(f, f) in D 

(8.2) ,jjf(x", t) = K ,vf on aD 

f(x", t) -t Mv(O = p(27r I (3)-3/2 exp( -(31' - v1 2 ) 

(8.3) (Ixl -t 00) 

(8.4) f(x", 0) = fo(x, '). 

To solve this problem, following Ukai and Asan024 , we set 

(8.5) 

where hv is the steady solution, whose existence was discussed in the pre­
vious section. Eqs. (8.1- 4) can be rewritten as follows 

(8.6) oglOt +,. oglox = Lvg + 2r(hv, g) + r(g,g) in D 

(8.7) on aD 

(8.8) g(x" , t) -t 0 (Ixl-t 00) 

(8.9) 
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By definition, the steady solution fv is asymptotically stable if (8.6-8) have 
a global solution 9 that tends to zero as t --+ 00, whenever go is sufficiently 
small. In order to prove the existence of such a solution, we transform 
(8.6-8) into the following integral equation: 

(8.10) g(t) = Ev(t)go + lot Ev(t - s)[2r(hv,g(s)) + r(g,g)(s)Jds 

where Ev(t) denotes the semigroup generated by Bv. In analogy with what 
we did in Chapter 7, we shall solve this equation by exploiting the decay 
properties of Ev (t). We remark that one might have used the linear operator 
Bv + 2r(hv,.) as a generator of a semigroup, thus giving Eq. (8.10) a 
simpler aspect; it seems hard, however, to obtain the decay properties of 
that semigroup. 

Taking the inverse Laplace transform of (7.34) gives an explicit formula 
for Ev: 

where E;;" (t) clearly means the semigroup generated by B;;", *t is the con­
volution in t, and Dv(t) the inverse Laplace transform of (I - Tv (>.))-l, as 
defined in Chapter 7. 

If we make use of Theorem 9.7.1 and proceed as in the proof of Theorem 
7.4.3, we obtain the following. 

(9.8.1) Theorem. Let 1 ~ q ~ 2 ~ p ~ 00 and m = 0, 1. Then, 

(8.12) II E':(t)(J - pv)mh IIL~'oo~ C(1 + t)-'Y-m/2 II h IIL~,oonZq 

with'Y = 3(p - q)/(2pq) and C 2: 0 independent of v, t, h . 

By means of this theorem one can obtain24 the following. 

(9.8.2) Lemma. Let VI be the same as in Lemma 7.3. Then, for each 0 E 
[0,1), there is a constant C 2: 0 such that 

(8.13) 

holds for all v E Sdvd, with'Y = 1 + 0/2. 

Theorem 9.8.1 and Lemma 9.8.2 are the estimates that we need to deal 
with Eq. (8.11). 

We are now ready to deal with the existence theorem for Eq. (8.10), 
whose right-hand side we denote by N(g). In order to evaluate the second 
(linear) term of N(v), it is necessary to have 'Y > 1 in (8.12) (m = 1) and 
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(8.13), while for the third (nonlinear) term, it suffices to have 'Y > 1/2. For 
the former, therefore, we should take () > ° in (8.13) and a divergent factor 
Ivl-IJ appears but this can be cancelled by means of (7.51). In any case, 
a careful choice of parameters is needed. Write p, () of (7.45) as Po, ()o and 
impose the additional condition Po < 3. Let a be as in (7.47) and let 

(8.14) 

P E [2,4] n {3, (1/2 - l/PO)-l) 

q E [1,2] n [1, (l/p + 1/3)-1), 

() E (O,a),r > 5/2 

'Y = min{3(p - q)/{2pq), (n/po + 1)/2). 

Then'Y> 1/2. Set 

(8.15) 

We have 

III 9 II I = sup(l + tp II 9 IIx~ . 
t20 

(8.16) III N{g) III S; C{II go IIL~·oonzq +(lvl-lJa + III 9 111)111 9 III) 

(8.17) III N(g) - N{h) III S; C(lvl-lJa + III 9 III + III h 111)111 9 - hilI) 
where a =11 hv II in Xf,p = Po. By (7.51), Ivl-lJa -+ ° as v -+ 0, so N 
is contractive if go and v are sufficiently small. Thus we have proved the .. 
stability property stated in the following. 

(9.8.3) Theorem. Let us assume (8. 14}. Then there are positive constants 
ao, aI, Vo such that for any v E 81 (vo) and if II go liS; ao in Xf n zq, where 
zq was defined in (7.36), Eq. (8.10) has a global solution 

9 = g(t) E BO([O,oo);Xn, 

9.9 Concluding Remarks 

In this chapter we have dealt with the existing results in the theory of ex­
istence and uniqueness for initial-boundary and pure boundary value prob­
lem for the Boltzmann equation. The most notable absence in this chapter 
concerns the existence of solutions far from equilibrium for pure bound­
ary value problems and initial-boundary value problems for boundary data 
incompatible with a uniform Maxwellian solution. Concerning the first of 
these problems, there is a result in the case when the solution depends 
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on just one space coordinate (say x) by Arkeryd, Cercignani, and Illner\ 
which has, however, a rather serious restriction, i.e., a cutoff in the small 
values of the x-velocity component; in addition, the proof does not apply to 
hard-sphere molecules but only to particles interacting with soft potentials. 
As for the initial-boundary value problems with general boundary data, the 
difficulties lie with large velocities; this was already clear from an argument 
used by Kawashima 16 for a one-dimensional discrete velocity model and is 
fully confirmed by the recent paper by Arkeryd and Cercignani2 . 

One should also mention the work done by Maslova in this field; for 
this we refer to her survey18. 

Problems 

1. Prove Theorem 9.8.1 (see Ukai and Asano24 ). 

2. Prove Lemma 9.8.2 (see Ukai and Asano24 ). 
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10 
Particle Simulation of the 
Boltzmann Equation 

10.1 Rationale and Overview 

Validity analysis, existence and uniqueness theorems, and qualitative results 
on the behavior of the solutions are certainly central to the understanding 
of rarefied gases. For real physical situations, however, like the flow pattern 
around an object that moves inside a rarefied gas, we need methods to 
actually calculate or approximate solutions of the Boltzmann equation. For 
most situations, it is hopeless to even look for explicit solutions of the 
Boltzmann equation. On the other hand, the five-dimensional integral in 
the collision operator makes numerical approximations a difficult topic. 
Specifically, recall that 

Q(f,/) = [ [In·(~-~*)I{Jlf;-ff*}dn~*. 
J~3 JS2 

Suppose we want to approximate the collision integral by a quadrature for­
mula that requires the evaluation of the integrand at a number of points. 
Obviously, the integrand must decay fast enough at infinity to give us rea­
sonable accuracy with a finite number of evaluation points. 

For the sake of our argument, let us assume that the formula then 
requires twenty function evaluations to approximate a one-dimensional 
integral. Then 202 = 400 evaluations would be needed to achieve the 
same accuracy for a comparable two-dimensional integral, 8,000 for a 
three-dimensional integral, 160,000 for a four-, and 3,200,000 for a five­
dimensional integral as in Q(f, /). Clearly, the numerical effort for such 
a procedure would be unreasonable, in particular because the evaluation 
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would have to be repeated at each space point and each velocity on the 
grid, and, for time- dependent problems, for each time step. 

Therefore, conventional numerical methods like difference or finite ele­
ment approximations are only feasible when the dimension of the problem 
is a priori significantly reduced, like, say, for one-dimensional shock wave 
profiles. Even then, however, the particle methods described here offer at­
tractive and probably physically reasonable alternatives. 

Particle simulation methods avoid the cumbersome evaluation of the 
collision integral by replacing the density distribution f by a discrete mea~ 
sure of test particles, the "simulation gas." The number of test particles in 
the simulation can be anything between 100 and several million, depending 
on the capacity of the computer being used. 

The key idea of particle simulation is simple and can be conveniently 
depicted in a diagram such as Fig. 29. Recall that the underlying physical 
reality is a gas with, say, 1025 particles. As it is impossible to keep a record of 
all of them, we introduced the Boltzmann equation as a way to keep track 
of the particle density, i.e., a function containing information about the 
average density, energy, temperature, etc. of the particle system. It is useful 
to recall at this time that the Boltzmann equation is only a mathematical 
approximation to the physical reality. The basic idea of particle simulation 
is really just to return to the particle level, but to restrict the number of 
particles to a tractable figure (which depends not only on the situation to 
be modeled, but also on the available computer) . If, say, 105 particles are 
to be used, interaction rules must be given that will reflect the influence of 
the collisions on the behavior of the gas; it is clear that for any physically 
reasonable number of particles, it is hopeless to follow the time evolution of 
a system of, say, N hard spheres-not only would the analysis whether two 
particles will collide in the near future require large numerical effort, but the 
detailed calculation of the collision parameters and their implementation 
into the scheme must also be done. 

Such an approach would not only be unreasonable from a mathematical 
point of view, it may also not be physically meaningful. After all, our target 
is the simulation of rarefied gas dynamics, not the solution of N - body 
problems with large N. Since the former is believed to evolve by averaging 
over the latter, some averaging should be part of the procedure. 

Fig. 29 is a schematic representation of how particle simulations relate 
to the physical reality and the Boltzmann equation. There are two options 
to arrive at a simulation method. First, one can design procedures that 
are based on the fundamental properties of a rarefied gas alone, like free 
flow, the mean free path, and the collision frequency. Such schemes need 
not have an a priori relationship to the Boltzmann equation, but they will 
reflect many of the ideas and concepts employed in the derivation of the 
latter; in the best case, they will turn out to be consistent with and converge 
to solutions of the Boltzmann equation. 

The Bird scheme, which has been successfully employed for the simula-
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tion ofrarefied gases for decades, belongs to this category (see Bird 6). The 
biggest advantage of this method is its practicability and success in applica­
tions such as reentry calculations for spacecraft. There are obvious relations 
to the derivation of the Boltzmann equation, but it has only recently been 
shown that the Bird simulation is actually convergent to solutions of the 
Boltzmann equation in the right limit (see W. Wagner 14). We describe the 
essential ingredients of the Bird simulation scheme in Section 10.3. 

The second option to arrive at simulation schemes is to actually start 
from the Boltzmann equation and derive simulation schemes that model 
the Boltzmann collision terms as accurately as possible. Consistency and 
convergence of such methods should be much easier to verify; the big ques­
tion is whether the result will be practicable. Indeed, many authors have 
suggested particle simulations derived from the Boltzmann equation (see 
Ref. 9 for more references). Some of these procedures have been largely 
of theoretical interest, while others have been put to practical use. In this 
chapter, our main objective is to describe a type of simulation known as 
"low discrepancy method." These schemes were developed on the basis of 
a method suggested by N anbu 11 and have been designed and tested by 
Babovsky 1 and Ploss 12. 



10.2 Low Discrepancy Methods 289 

The low discrepancy methods being used now are known to be con­
sistent and convergent (Babovsky 1 and Babovsky and Illner 3 ) , and their 
practicability compares well with the Bird scheme. Recently, they have been 
modified for applications to steady rarefied gas flows (see Ref. 2.). 

10.2 Low Discrepancy Methods 

We derive these methods from the Boltzmann equation via a number of 
reduction steps. The first three of these steps are common to most of the 
simulation schemes being used, including the Bird simulation. The steps 
can be summarized in the following short list . 

A. Time discretization. 
B. Splitting (separation of free flow from interactions). 
C. Local homogenization (over cells) . 
D. Weak formulation (necessary to allow point measures as solutions). 
E. Measure formulation. 
F. Collision simulation. 

The most critical part of the procedure is step F, and this is where 
there are several ways to proceed. We describe steps A-F in detail. 

A. Suppose that the rarefied gas is confined to a domain A with a 
deterministic boundary condition on 8A. For (x,~) E A, let 

denote the free flow operator, i.e., 

before x + h~ reaches the boundary 8A, 

after the first collision if x + t* ~ is the point where the trajectory reaches 
the boundary and f is the post-collisional velocity, etc. Next, choose a 
time step Llt, and discretize the time interval during which the gas is to 
be simulated by O,Llt, 2Llt, ... ,jLlt. If x, ~ and t E [0, LltJ are such that 
x + t~ ~ 8A, the time derivative 

is to first order approximated by 

~t [f( cP Llt (x, ~), (j + 1 )Llt) - f(x,~, j Llt)]. 
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If we substitute this difference approximation for the left-hand side of 
the Boltzmann equation (in mild form), we get 

(2.1) ~t [f(cP Llt(X, ~), (j + l)Llt) - f(x,~, jLlt)] = Q(f, J)(x,~, jLlt). 

We remark that this approximation is one of the crudest steps taken in the 
procedure-clearly, what we have done amounts to an Euler-type approx­
imation to the derivative along characteristics. 

Equation (2.1) can be rewritten in the equivalent form 

(2.2) f(y, 17, (j+ l)Llt) = f(cP -Llt(Y, 17), jLlt)+LltQ(f, J)(cP -Llt(Y, 17), jLlt). 

B. The splitting of the algorithm is nothing but the breakup of (2.2) 
into the following two steps: Let 

(2.3) j(x,~, (j + l)Llt) = f(x, ~,jLlt) + LltQ(f, J)(x,~,jLlt) 

(discretization of the spatially homogeneous Boltzmann equation), and then 

(2.4) f(x,~, (j + l)Llt) = j(cP-Llt(X, ~), (j + l)Llt) 

(free flow step). 
Bogomolov 7 has proved the following result, which we mention because 

of its intrinsic practical interest. If, instead of computing j from (2.3), 
one could solve the spatially homogeneous Boltzmann equation exactly on 
the time interval [jLlt, (j + l)Llt), the truncation error per step of the 
whole procedure would be of order O(t3 ) instead of order O(t2 ). This is 
a surprising and useful result inasmuch as it shows that it is worthwhile to 
look for better approximations to the spatially homogeneous equation than 
the one given by (2.3). We will have further remarks on this at the end of 
the chapter. 

The difficulties of the approximation are contained in (2.3), which in­
cludes the collision term. The free flow step (2.4) can be simulated numer­
ically in an obvious way. 

C. Local homogenization. This step is important for both practical and 
conceptual reasons. The practical reason is that in the collision simulation 
it is even for moderate particle numbers not feasible to keep track of the 
positions of particles in detail, for reasons we elaborated at the beginning 
of this chapter. The conceptual reason is that we already know that the 
Boltzmann equation only holds in a limit where the particle number goes 
to infinity. To make a collision count, Boltzmann in his classical derivation 
simply assumed that the spatial variation of the particle density over a cell 
with volume dxdydz could be neglected; it was the velocity dependence of 
the particles in such a cell that would make a difference. 

This assumption of local homogeneity must also (implicitly) enter the 
derivation of the Boltzmann equation from hierarchy equations given in 
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Chapter 4 via regularity assumptions on the N- particle distribution func­
tion. We suggest that it would be a worthwhile exercise to analyze the 
regularity hypotheses made there from this point of view. Intuitively, the 
solution of the Boltzmann equation must be smooth enough on the scale 
of the particle diameter; in particle simulation methods this is replaced by 
homogeneity in a cell (whose side is much larger than the particle diame­
ter but still much smaller than the mean free path, which is the smallest 
length over which we can describe spatial changes according to the Boltz­
mann equation). 

For the numerical simulation, local homogenization is done as follows: 
We decompose the domain A into a number of cells, A = uGi , where Gi n 
Gj = 0 for i =I j, except for possibly overlapping boundaries. The cells can 
be chosen to suit the particular geometry of the problem at hand. If x E Gi , 

we approximate f (x, e, j l1t) by its spatial average over Gi , i.e., 

(2.5) - 1 1 f(x,e,jl1t) := A3(Gi ) c, f(y,e,jl1t)dy. 

On Gi , 1 is constant with respect to x. We refer to 1 as the local homoge­
nization of f with respect to the partition {Gd. Clearly, if f is locally ho­
mogeneous, the simulation step (2.3) will result in a locally homogeneous 
function j. The free flow step (2.4) will destroy the local homogeneity. 
Therefore, for a simulation based on the assumption of local homogeneity, 
the free flow step (2.4) will have to be succeeded by a homogenization like 
(2.5) every time. 

It is also desirable (but in practical situations very difficult, due to the 
limitations on computer memory) to have a large number of particles in 
each cell. In fact, convergence proofs for simulation methods only work if 
the number of particles per cell (initially) goes to infinity. In practice, often 
only twenty or so particles per cell are feasible, and the user compensates for 
this by repeating the calculation many times and taking averages over the 
runs; this eliminates some of the statistical fluctuations brought in through 
necessary random choices in the collision simulation (see step F). If the 
individual runs remain "close" to a solution of the Boltzmann equation in 
some sense, the average will do likewise. However, the averaging procedure 
does not bring us "closer" (it only removes noise); in order to achieve a 
truly better approximation of the equation, larger particle numbers per cell 
are necessary. 

The steps we have described so far are not unique to the low discrep­
ancy methods; in fact, they are universal to all particle simulations with 
which we are familiar (clearly, this is a somewhat unsatisfactory state-the 
Euler approximation of the flow derivative 

done in step A is quite rough, and future research should be directed, if 
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possible, to more accurate approximations of this derivative, which would 
be compatible with the splitting step and the final particle approximation). 

The next step is necessary to allow point measures as solutions. 

D. Weak formulation. We now consider only one cell C, arbitrary but 
fixed. Assume f = fc(f"ji1t) to be given and to be homogeneous in space 
in this cell. We simply write I;(f,) . Equation (2.3) becomes 

(2.6) 
I;+l(f,) = (1- i1t J J B(n,f, - f,*)1; (f,*)dndf,*) I; (f,) 

+i1t J J B(n,f, - f,*)1; «()I; (f,:)dndf,*. 

Notice that we have now simply written f rather than j on the left-hand 
side of (2.6). Recalling that I; represents a particle density function, we 
certainly want to preserve non-negativity in the procedure. However, it does 
not automatically follow from (2.6) that I; :2 0 entails 1;+1 :2 0, because 
the collision kernel is unbounded even for the case of hard spheres (this 
difficulty is an artifact of our rough approximation to the flow derivative). 

To guarantee that 1;+1 :2 0 for sufficiently small i1t, we have to trun .. { 
cate B such that 

(2.7) 

for some constant A > O. For eXalllple, in the hard-sphere case we can 
simply multiply the collision kernel In· (f, - f,*)1 by zero for large enough 
relative speed If, - f,* I to achieve that, i.e., collisions between particles that 
move with large relative velocities will be disregarded, a simplification that 
seems acceptable for situations where there is only a small high-energy tail 
to the particle density function. 

The next step after (2.7) is a renormalization of 1;. Assuming that we 
have total mass fA f I;(x, Odf,dx = 1 and spatial homogeneity in each cell 
Ci, it follows that 

L A3 (Ci) J hi (f,)df, = 1, 
• 

where the indices j, i indicate that we are in the ith cell at time ji1t. By 
multiplying hi with J 1 , we renormalize in each cell such that 

hi(t;)~ 

(this step is really not necessary, but it simplifies the following discussion.) 
With this renormalization, it is immediate that we only have to choose 
i1t < * such that I; :2 0 will entail 1;+1 :2 0 (see Problem 1). In the sequel, 
we will suppress the cell index, because the remainder of the discussion only 
concerns the collision simulation in one cell. 
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To obtain the necessary measure version of (2.6), we multiply (2.6) by 
a continuous and bounded test function cp E Cb(!RV and integrate: 
(2.8) 

J cp(~)fJ+!(~)d~ = J (1- Llt J J B(n,~ - ~*)fJ(~*)d~*)fj(~)cp(~)dt. 

+ J Llt J J B(n, ~ - ~*)fJ(e)fJ(~:)dnd~* cp(~) dt.. 

By using the invariance of the collision kernel under the collision transfor­
mation and the normalization J fJ(~)dt. = 1, (2.8) can be rewritten as 
(2.9) 

J cp(~)fJ+!(~)dt.= J J CP(~)(l-LltJ B(n,~-~*)dn)fJ(~*)fJ(~)dt.*d~ 

+ J J Llt J B(n,~-~*)cp(e)dnfJ(~*)fJ(~)d~*dt.. 
Let 

K~,~.cp:= (1- Llt J Bdn)cp(~) + Llt J B( .. . )cp(e) dn, 

then (2.9) can be written in compact form as 

E. Measure formulation. Let the probability measure ILj be defined by 
ILj(d~) = fJ(~)dt.· Then, ILj+! is determined by ILj by virtue of (2.10). It is 
clear that even though all the ILjS were so far absolutely continuous mea­
sures, this is not necessary any longer. The calculation of (approximations 
to) ILj+! from (approximations to) ILj is difficult because of the compli­
cated relationship between cp and K~,~. cpo Therefore, we first need a good 
representation of K~,~. cpo 

For ~,~* E !J?3 arbitrary but fixed, we define S~ := {n E S2; n· (~-~*) > 
O} and 

T~,~. : S! --->!R3 by T~,~. (n) = (. 
Moreover, let B 1 = {y E !R2 ; II y II < J;r} be the ball in !R2 centered at 0 and 
having area 1. We can then prove the following. 

(10.2.1) Lemma. Let Llt < *. Then, for all~, ~* E !R3 , there is a continuous 
function cp~,~. : Bl ---> S~ such that 

Remark. cp~,~. "makes a decision" whether particles with velocities ~,~* 
will collide at all during the time interval [jLlt, (j + l)Llt], and if so, with 
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what collision parameter n. Lemma 10.2.1 is due to Babovskyl, who first 
recognized its usefulness for numerical simulation of the Boltzmann equa­
tion. The idea that it is useful to treat collisions and noncollisions between 
particles in a uniform way seems to appear for the first time in a paper by 
Koura 10. 

Proof. We represent Bl in polar coordinates as 

1 
Bl = {(r,,8);O ~ r ~ J1r'0 ~,8 ~ 211'} 

and define an ro < },r, depending on ~ - ~* and n· (~- ~*), as 

r5 = .!:.L1t [ Bdn 
11' is! 

(note that L1t J Bdn < 1 by assumption). As usual, n is represented by 
spherical coordinates, i.e., by a pair (T, ()) E [0, ~l x [0,211'), where, and () 
denote the polar and azimuthal angles, respectively. 

For r 2: ro, let ~~,~.(r,,8) := (~,,8), i.e., we set, = ~, () = ,8. These 
values correspond to a grazing collision, and therefore the velocities of the 
two particles remain unchanged. We have a "noncollision." 

For r ~ ro, i.e., on an area 1- L1t J B dn of Bl, we define ~ such that 
the collision is nontrivial. Specifically, let () = (}(r,,8) = ,8. The polar angle 
,(r,,8) is defined as a function of r only, such that ,(r) is the inverse of an 
r(T) that satisfies r(O) = 0, r(~) = ro, and 

102
1< Ioro tp(T~,~. (T(r),,8))rdrd,8 

=L1t 102
1< Io~ tp(T~,~. (n) )B(I~ - ~* I, ,) sin, d, d,8. 

(2.11) 

Equation (2.11) will clearly hold if 

rdr = L1tB(I~ - ~*I,,) sin,d, 

or 

(2.12) 

with the initial condition r 2(0) = 0. It is readily verified that the solution of 
this equation satisfies r(~) = ro. Summarizing, the mapping ~~,~. : Bl --t 

[0, ~l x [0,211') is defined by 

{ ( %,,8) if r 2: ro 
(T,(}) = 

(T(r),,8) if r < ro 
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where r{-y) ~~ = Llt B( I€ - €* I, ,) sin ,. This completes the proof. 0 

Remark. The dependence of P on Llt and on I€ - €*I is obvious. However, 
both of these quantities enter into P as scaling parameters. For Llt, this is 
immediate from (2.12) . For I€ - €*I, it follows because for most B 

(p = 1 for hard spheres). For Maxwell molecules, the dependence on I€ -~*I 
vanishes entirely. In any case, the most important aspect of P is that Pe,e. 
is essentially explicitly known and can be assumed to be computed prior to 
any gas simulation. 

Lemma 10.2.1 enables us to rewrite (2.10) in a compact and practical 
form. Let lP(€,€*,y) = Te,e. oPe,e.(Y); then 

l cp(€)/J+l(€)d(. = l11cp(lP(€,€*,Y))d 2Y !i(O!i(€*)d(.*d(. 
e e e. y 

or 

(2.13) 

By introducing a probability measure dMj on Bl x ~3 X ~3 as 

dMj := d2y X dJ.Lj x dJ.Lj, 

(2.13) becomes 

or 

(2.14) 

We will refer to (2.14) as the time-discretized reduced Boltzmann equation. 
Equation (2.14) is well suited to introduce and analyze the next and final 
step in the procedure, the essential step. 

F. Collision simulation. We have now reached the crucial step for the 
particle simulation. Fix t = j Llt, say j = 0, and focus on one arbitrary but 
fixed cell. Suppose that the probability measure J.Lj describes the correct 
particle density in that cell at time jLlt, and assume further that we have 
a sequence of points €["' (j), i = 1, ... , N, such that the sequence of discrete 
measures 

satisfies J.Lf -t J.Lj weak-* in the sense of measures as N -t 00. How do we 
then find a sequence of probability measures 
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with "post-collisional" velocities a" (j + 1), such that weak-* 

N 
J-tj+l -> J-tj+l, 

where J-tj+l is given by (2.14)? 
Assume, for simplicity, that the function 

is continuous as a function of ~,'TJ, and Y (this requires at worst a special 
kind of truncation of the collision kernel B; as we have already truncated 
B to guarantee the conservation of positivity, the additional truncation is 
really nO serious additional constraint. We also remark that continuity a.e. 
is sufficient, see Babovsky 1 and Billingsley 5). Then clearly, if {Mf"} if a 

sequence of probability measures On ~ x ~t X Bl such that Mf" -;;;:Mj 
as N -> 00, it follows that Mf" 0 !Ii-I ~ Mj 0 !Ii-I = J-tj+l' Also, observe 

that if (~f, ~~, yf)i=I, ... ,N is a sequence of triples such that 

(2.15) 

the measures 
N N -1 1 ~ 

J-tj+l := M j o!li = N L.t 8.y(~i'~.i'Yi) 

are N-atomic and satisfy J-tf+l---:J-tj+l' 
Our work will therefore be completed if we can associate collision part­

ners (with velocities ~~) and generalized collision parameters yf to the 
given velocities ~f such that (2.15) applies. This can actually be done in 
many ways and leads to interesting abstract research problems. We point 
out several approaches. 

1. The traditional approach, which leads to a Monte Carlo-type simu­
lation, is based On choosing the yf and the indices of the collision partners 
randomly. Specifically, let {rihEN be a sequence of independent, equidis­
tributed random variables On [0,1], and let {YihEN be a corresponding 
sequence of independent, equidistributed random variables On Bl (see Prob­
lem 2). If IYil ~ sUPI~_~.1 ro(~ - ~*), (see the proof of Lemma 2.1) we are for 
sure in the situation where the particle with velocity ~i will not experience 
a collision, so we set 

(2.16) ~{" (j + 1) = ~f (j). 

Otherwise, a collision is possible, and we need a collision partner. To choose 
it, let Ci = [N . ri] + 1 E {I, ... ,N} (as usual, [z] is the largest integer less 
than z) and set 
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(2.17) 

(2.18) 

The formulas (2.16- 18) summarize a numerical simulation procedure de­
signed in the early and mid-1980s by Nanbull and Babovsky 1 . 

This method, while simple, has some surprising (and some unpleasant) 
features, notably 

• that the set of velocities for potential collision partners is identical with 
the given set {~f, ... , ~~}. This means, effectively, that a "duplicate" 
of the gas is created for the collision simulation, 

• moreover, the same velocity can be chosen repeatedly for collision part­
ners, 

• and therefore, while the procedure certainly preserves the mass (be­
cause the number of particles per cell is left invariant during the simu­
lation), momentum and kinetic energy are not necessarily preserved. It 
can be proved (see Babovsky 1 ) that they are preserved in the mean. 
However, as discovered by Greengard and Reyna 8, this conservation in 
the mean in really not good enough; they showed that the procedure 
described here entails a systematic decrease in temperature of order 
liN for a fixed time interval. Even though the procedure does con­
verge in the limit N -> 00 (the convergence is discussed in more detail 
later), this systematic error is a serious flaw for practical applications. 

It should be intuitively convincing that this procedure guarantees the 
convergence /1f+! -> /1j+! in some sense. Indeed, the central limit theo­
rem can be invoked to this end. We state, without a detailed proof (see 
Babovsky l or Babovsky and Illner3 for details), the following lemma. 

(10.2.2) Lemma. Let /1j be absolutely continuous, 

dMj = d/1j x d/1j x d 2y. 

Then, as N -> 00, 

almost surely with respect to the random variables ri, Yi. 

Remarks 
a) Note that it is important that N, the particle number per cell, be 

sent to infinity. Given this, the lemma follows from the preceding discussion, 
the central limit theorem, and the Borel- Cantelli lemma. 
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b) The most central part of the whole procedure is the requirement 
(2.15) that 

1 N 
N l:)5~i X b~.i x byJ--;;;:dJ.Lj x dJ.Lj x d2 y 

i=l 

as N -+ 00 . This is clearly a numerical version of "molecular chaos." It 
is natural that molecular chaos, which plays such a central part in the 
derivation of the Boltzmann equation, should also appear at some point in 
simulation procedures. It is one of the nicest features of low discrepancy 
methods that the appearance of molecular chaos is so transparent. 

2. The creation of a duplicate of the gas, the possibility of repeated 
collisions, the resulting violation of the conservation laws, and the sys­
tematic decrease in temperature are undesirable features of the procedure 
described under 1, in particular because the particle number per cell is kept 
small in real calculations. The following simple modification, suggested by 
Babovskyl, avoids some of these problems. 

Suppose that (the particle number per cell) N is even. Then, choose 
randomly a permutation 1T of the set {I, ... , N}, group the velocities 
in pairs (~1I'(1)' ~11'(2))' (~11'(3)' ~11'(4))"'" choose independent and equidis­
tributed random collision parameters (Yi)i=1, ... ,N/2 from Bl, and set 

(2.19) 

~~ = tli(~lI'(l),y!, ~11'(2)) 

~~ = tli(~1I'(2),Y!'~"'(1)) 

~~ = tli(~"'(3),Y2' ~"'(4)) 
~~ . = tli(~"'(4),Y2' ~"'(3)) ' 

Clearly, there is no duplication of the velocity set in this method. The 
conservation laws are satisfied. If IYi I is large enough, there is no collision, 
and the calculation in (2.19) becomes trivial. If N is odd, one can simply 
delete one particle from the collision simulation. 

3. Both methods described in 1 and 2 still need, to some degree, random 
variables. While it is unlikely that the use of random variables can be totally 
eliminated in the collision simulation, it is desirable to reduce it in order 
to suppress statistical fluctuations. We now present some ideas directed 
toward this target; they turn out to lead to independent interesting research 
questions. 

Recall that we started the collision simulation with the question of 
how to find N-point approximations to dMj = d2y x dJ.Lj xdJ.Lj, given that 

N 1 ""N I: • N' .. Th dMN J.Lj = N L.....i=l u~[" (j) IS an -pomt approXImatIOn to J.Lj . e j we 
constructed so far were indeed based on J.Lf. However, from (2.14) it is 
clear there is no real reason to use J.Lf to find N-point approximations to 
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dMj ; we can actually forget p,lj and try to construct such approximations 
directly. We use an example suggested by Manfred Biicker 4 to explain 
possible nonstatistical or semistatistical approaches to this problem. 

Suppose you have a probability measure p, on the interval [0,1], and 
your objective is to find an N-point approximation to p, x p, on [0, IF. If 
N happens to be a square integer (N = k 2 ), the following strategy avoids 
all random choices. Choose a partitioning of [0,1], ° = Yo < Y1 < Y2 < .. . 
< Yk-1 < Yk = 1 such that J:'0+1 dp,(x) = f for all i or, if an approximation 

p,N = -k L:!l 8x ; of p, is already given, reorder the Xi such that Xl ::; X2 ::; 
... ::; XN and set Yo = 0, Yl = Xk, Y2 = X2k,···, Yk-1 = X(k-1)k' Yk = 1). 
Now let Ij = [Yj-I, Yj]. Then the rectangles 

R;.j = Ii X I j 

cover [0,1]2, and there are clearly k 2 = N of them. Let (Xi, Xj) be the 
center of R;.j; then we choose 

1 k 

N L 8(:,£;,:,£;) 
i,j=1 

as the approximation for p, x p, (see Fig. 30). 

Yl ~---;---r-------+----~ 

~ ~ ____ ~ __ L-______ ~ ____ ~ 

FIGURE 30. 

N=16. k=4 

All rectangles carry clearly equal contributions toward p, x p,. 

To generalize this idea to the setting at hand, we discuss the situation 
in two dimensions, where graphical explanations are easy. 

Suppose an N-particle approximation p,lj to p,j is given, where N = k2 

and 
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. N 
Nt'"' 

/1j = N ~8{i' 
i=l 

First, partition ~2 into k rectangles (some ofthem necessarily semi-infinite), 
where each rectangle contains (approximately) k particles. This can, of 
course, be done in many different ways; successive partitioning, as indicated 
in Fig. 31, is one possibility. 

7 5 

2 

3 

4 

6 

FIGURE 31. 

The idea here is that line 1 is chosen such that there is (approximately) 
an equal number of particles on either side. Lines 2 and 3 are then chosen 
such that they partition the particle set to the right and left of line 1 in sets 
of approximately equal size; and so on, until a partition into k rectangles 
is achieved. Of course, a precise partitioning would require that N contains 
some power of 2 as a factor, but if we do not insist on partitioning into 
exactly equal sets, there should be no problem. 

Actually these are theoretical difficulties, because it should be obvi­
ous that a precise partitioning of the particles as described would be pro­
hibitively expensive. From a practical point of view, this procedure must be 
combined with Monte Carlo aspects. For example, to find a first partition­
ing line, one could choose randomly a fairly small number of particles from 
the total set available; if the line is to be vertical, its equation could be set 
as x = X, where X is the median of the x-coordinates of the velocities of 
the randomly chosen sample particles. Once X is given, it partitions the 
total set of particles, and the procedure can be repeatedly applied to the 
subsets. Many variations are conceivable. 

In the end, one arrives at a partitioning of ~ x ~t into k 2 = N (four­
dimensional) rectangles of the type ~ x R j , where the Ri , R j are the ones 
just constructed. As in the example, one places one collision pair into each 
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Ri X R j (in the middle if Ri x R j is finite, into a more or less randomly chosen 
spot otherwise) to obtain a point approximation to {Lj x {Lj. The collision 
parameter, needless to say, remains to be chosen randomly, even though, 
at least in principle, the ideas can be extended to include the measure dy. 

The fact that N has to be a square causes minor problems. If N is 
not a square, we can take advantage of the fact that many particles do not 
experience a collision anyway during the time interval under consideration. 
Suppose that N is the largest square integer less than or equal to N. Next 
choose L1t such that T5 '11", with the TO defined in the proof of Lemma 10.2.1, 
satisfies 

2 N 
TO'11" < N' 

Then choose N - N particles randomly from the N; these are the ones that 
will a priori not experience collisions. For the remaining N = k2 particles, 
we approximate {Lj x {Lj as described and then apply the collision transfor­
mation [as described by l]i(~, ~*' y) = T~,~. 0 p~,~. (y)] with a renormalized 
ro, given by 

-2 2 N 
TO = TO' =. 

N 

Before we summarize the end of the procedure, we have to voice a 
disclaimer and a strong word of caution. The ideas we described under 3 
may be useful if the particle number per cell is very large (as it must be if the 
procedure is to converge to the Boltzmann equation). This is certainly no 
problem in the spatially homogeneous case, where all of ~ can be treated 
as one cell and 100,000 to 500,000 test particles can be used. Indeed, in 
this case, it is to be expected that statistical fluctuations be reduced by a 
skillful implementation of the methods described under 3. 

The reality is dramatically different in the spatially dependent case, 
where a careful partition of the physical space into cells (as described in 
step C) is inevitable. The total number of particles may still be 5 . 105 , 

but if a partition into, say, 10, 000 cells is deemed necessary, the number 
of particles per cell is a fortiori on the order of magnitude 50. The current 
practice is to use about twenty particles per cell, and limitations on memory 
are usually quoted as reasons why larger numbers are not feasible. 

Needless to say, the procedures described under 3 are pointless in this 
case (they remain, of course, of theoretical interest), and the methods out­
lined under 1 or 2 are applied (or, frequently, the Bird method, described 
in the next section). It is evident that such small particle numbers per cell 
in combination with random choices should lead to large statistical fluctua­
tions. To compensate for that, it is common practice to repeat a calculation 
many times and then take averages over the runs. 

We return to the formal treatment of the low discrepancy methods. 
After following course 1, 2, or 3 and applying the collision transformation, 
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all the post-collisional velocities ~i (j + 1) are known. All that remains to 
be done is to recall the positions and make the free flow step: 

The resulting measure 

(N here denotes the total particle number, not the number per cell) is the 
approximation to JLj+1. At this point, one has various options. One can keep 
the old cells or construct a new partition. In any case, one can calculate 
such macroscopic quantities as the density per cell, the bulk velocity per 
cell, and the temperature per cell. 

At the end of this section, we formulate (without proof) and explain 
the convergence theorem from Ref. 3. This convergence theorem uses a 
distance concept between measures known as "discrepancy," which we first 
define. 

Definition. Let JL, v be probability measures on RN. If P ::; Q denotes the 
usual half-ordering on RN {if P = (XI, ... , XN), Q = (Y1,"" YN), then 
P ::; Q iff Xi ::; Yi for all i 1, ... ,N), then the discrepancy D(JL, v) 
between JL and 1I is defined by 

D(JL, v) = s~p I J dJL - J dvl 
R(Q) R(Q) 

where R(Q) = {P E RNj P::; Q}. 

If the limit measure is absolutely continuous, convergence in discrep­
ancy is equivalent to weak-* convergence (see Ref. 3). 

The convergence theorem in Ref. 3 addresses the method described 
under 1. However, it certainly generalizes to the other two options we dis­
cussed. We need the following. 

Assumptions 

AI. For the initial value fo, the Boltzmann equation has a global unique 
mild solution f on the time interval [0, T], such that for some constants 

a1 > 0, Co > ° 
limsup If(x,~,t)eOlel ::; Co for all t E [0, T] 

x.~ 

(Maxwellian upper bounds). 

A2. There is a constant C 1 > ° such that J B(I~ -~*I,n) dn::; C 1 (trunca­
tion of the collision kernel). 
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A3. There is a C2 > 0 and an 02 > 01 such that 

limsup If(x + .1x,~, t) - f(x,~, t)le<>2e S C2 ·.1x 
t,x,~ 

for all .1x (assumption on spatial regularity, necessary because of the 
homogenization over cells). 

Remark. Al and A3 implicitly impose bounds and regularity properties on 
fo· 

(10.2.3) Theorem. Suppose that Al- A3 hold, and assume that {Il-{i = 

-k 2:[:,1 t5(Xi'~jJ} is a sequence of particle approximations to the initial value 
fo (i.e., D(ll-o , fo dx ~) --+ 0 as N --+ 00). Let (.1t)n and (.1x)n be se­
quences of time steps and cell sizes such that (.1t)n '" 0, (.1x)n '" O. Then, 
there is a sequence N (n) --+ 00 such that 

D(( N(n) 
Il-k.(Llt)n' 

as n --+ 00, almost surely with respect to the ri and Yi, for k· (.1t)n E [0, T]. 

Remark. The result is weak inasmuch as it does not indicate how fast N(n) 
has to grow relative to (.1t)n and (.1x)n, but certainly the number of par­
ticles per cell has to go to infinity. There is no required relation between 
(.1t)n and (.1x)n; this is typical for methods of characteristics, and, in fact, 
the free flow step is just a step of this type. 

10.3 Bird's Scheme 

Bird's scheme is much older than the low discrepancy schemes discussed 
in the previous section. It was designed in the 1960s6 and has been ap­
plied consistently ever since, with good success. Recently, W. Wagner 14 

has proved that the Bird simulation method does indeed converge to solu­
tions of the Boltzmann equation in a suitable limit. The proof, based on 
a reinterpretation of the simulation scheme as a measure-valued stochastic 
process, is based on compactness arguments and therefore not constructive. 
For details, see Ref. 14. Still more recently, a constructive proof of the con­
vergence based on the strategy used in the validation presented in chapter 
4, i.e., by a direct control of the correlation functions, was given 13. 

The derivation of the method is a priori independent of the Boltzmann 
equation (one could call the procedure "pre-Boltzmann"). Nevertheless, 
many of the steps closely resemble those taken by Boltzmann in his classical 
derivation of the equation. 
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Steps A-C from Section 10.2 are repeated identically. The difference is 
in the collision simulation in each cell. 

Recall that the collision kernel B(n" - ,.) is really only a function of 
I' - ,. I and In . (' - ,.) I· We define the differential cross section 

by 

(3.1) 

To understand the formal derivation of the procedure, it is convenient to 
renormalize the Boltzmann density at time j . Llt such that 

f f h(x, ') ~ dx = N, 

where N is the total number of test particles being used. Then, if C is the 
cell in question, 

Ne:= f f /j(x,,) ~ dx 
e 

is the number of particles in C (please ignore the fact that J e J /j (x, ') ~ dx 
is in general no integer-one could define 

but we will prefer to work with real particle numbers; particle number, here, 
has more the meaning of a scaling parameter than of a natural number). 

Ne 
ne := ).3(C) (3.2) 

will be the particle number per unit volume in C, and, writing he for the 
homogenization of /j on C x 3t3, 

Hence, n~ he is a probability density (corresponding to our measure I1-j 
from Section 10.2). 
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We will write, with V = ~ - ~*' 

( ) _ B(IVI, In · VI) 
ov n - IVI 

for the differential cross section as a function of n alone, and define 

(3.3) <7tot(V) = J <7v(n) dn 
8 2 

as the total cross section. The quantity 

<7tot(V) ·IVI = J B dn 
8 2 

(cf. 2.7) is, in classical terminology, known as the volume of the collision 
cylinder for a time step .1t = 1. Hence <7tot(V)IVI.1t is the volume of the 
collision cylinder with base <7tot (V) and length IVI . .1t. 

We start a collision count. The quantity hc(~) ~ is (by normaliza­
tion) the number per unit volume of particles moving with a velocity from 
the cube with vertices ~ = (6,6, 6), (6 + ~b6, 6), (6,6 + d6 6), 
etc. Consequently, 

is the expected number per unit volume of collisions of particles moving 
with ~* with particles moving with ~ during .1t. Integrating over ~, we find 
that 

q(~*) := J J B((I~ - ~*I), In· (~- ~*)/) dn hC(~) ~ 
~P82 

is the number of collisions per unit volume and unit time of particles moving 
with velocity ~*' and 

~ J q(~*)hc(~*) ~* 
is then simply the number of collisions per unit volume and unit time (the 
factor ~ is required because otherwise we would count collisions twice) . The 
number of collisions in the cell C per unit time is then 

and it is reasonable to call 

1 
.1teoll = -N. 

eoll 

the mean free time between collisions in C. 
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Let 
(3.4) 

be the expected value of O"tot (I~ -~* I) · I~ -~* I with respect to the distribution 
~ /J. e (i!) /J. e, then, by collecting terms, we see that nc ' , 

(3.5) 

By using Ne = .x3(C) . ne, it follows that 

(3.6) 

The mean free time between collisions of one particular particle is then 

After these heuristic preparations, we are ready to introduce the Bird pro­
cedure. The probability measure n1c he cIe is, as in Section 10.2, approxi­
mated by the discrete measure 

1 Nc 

FLo(.j, 
e j=l 

such that O"tot (I~ - ~* I) I~ - ~* I must be approximated by 

(3.7) 

and Lltcoll by 

(3.8) 
2 

There are (~c) potential collision pairs in the cell C. Three jobs are to be 
done in the Bird collision simulation: 

1. We need to know how many collisions are expected during [0, Llt]. 
2. If a collision happens, we need to choose the particles that collide. 
3. We need to compute post-collisional velocities. 

The considerations made earlier suggest simple formulas for these jobs. 
From (3.5) and (3.7), the number of expected collisions during [0, Llt] is 
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(3.9) 

Unfortunately, this formula is not very useful in this form because N 2 op­
erations are needed for the evaluation of (3.9). 

A similar problem occurs in the second step. It is perfectly reasonable 
to choose the probability Pij that particles i and j collide proportional to 
the volume of the collision cylinder, i.e., 

(3.10) 

Clearly, we want the normalization 

so it follows that 

(3.11) 

L Pij = 1, 
15,i<j5,N 

Again, (3.11) involves N 2 calculations, which makes it unpractical. 
Fortunately, not all the Pij really need to be calculated for the selec­

tion of collision pairs. The costly calculations in (3.11) are avoided by a 
statistical trick known as the acceptance-rejection method, which, in the 
present context, applies as follows. 

Choose a number g* such that 

(such a number is easily found and does not require the calculation of all 
the atot(l~i - ~jl) ·I~i - ~jl). 

Then, choose R E [0,1] a random and equidistributed number, and 
choose a random index pair (I, m) such that 1 s:; I < m s:; N c. If 
(atot(16 - ~ml) ·I~l - ~ml)/g* ~ R, we accept (~l,~m) as a collision pair. 
Otherwise, we reject it. This procedure is repeated until a pair is accepted 
(obviously, it helps if g* is not chosen excessively large). Upon acceptance, 
a collision parameter is chosen randomly, and the post-collisional velocities 
~:, ~:n are computed. It is clear that this procedure will choose collision 
pairs consistent with the unknown probabilities Pij. 

It remains to decide how many collisions should occur during [0, ilt]; 
as indicated, formula (3.9) is not feasible because of the N 2-effort. Instead, 
one uses (3.6) as a guideline to advance a "clock" if a collision happens. 
Specifically, let 



308 10. Particle Simulation of the Boltzmann Equation 

if (r, s) is the kth accepted pair, and let Neoll be defined by 

Ncoll Ncoll+ 1 

LTi < Llt, 
i=l 

L Ti ~ Llt. 
i=l 

The T1, • .. , TN- are actually samples of random variables T1 , ... , TN- , 
coli coil 

which are distributed according to 

where 
1::; i < j < Nc 

1 ::; k ::; Neoll. 

The probabilities p~7-1) are those from (3.10), except, as indicated by the 
index (k -1), the velocity pairs that have undergone a collision are replaced 
by the post-collisional pairs. 

It is easily checked from (3.6) that 

E[Td = Llteoll· 

If the time step Llt is such that Llt «: Llteoll . Nc (the right-hand side is 
the mean free time between collisions of one particle), then the number of 
collisions will be small compared with Nc, and we expect that 

for alII::; k ::; Neoll. Therefore, we have Llt = NeowLlt·Llteoll (by definition) 

but also Llt ~ Neoll N 1 L:~':n Ti· This shows that Neoll ~ Neoll . Llt if 
coli 

The description of the collision simulation in Bird's method is complete. 
We finish this section by giving a synopsis of the procedure, in four 

steps: 

1. To choose collision pairs, first generate an upper bound 

1 ::; i < j ::; N}. 

Choose a random number R E [0,1]. For a randomly chosen index pair 
l, m, the collision pair (6, ~m) is accepted if 

This is repeated until a pair is accepted. 



2. 

3. 

4. 

If (l, m) is accepted, a "clock" is advanced by 

2 
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71 = . 
ncNcO"tot(lel - em!) . lei - eml 

With a random choice of the collision parameter n, convert the ac­
cepted velocities 6, em into post-collisional velocities e:, e:n· 
Repeat steps 1- 3 until 71 + ... + 7N- +1 2 Llt. 

coll 

We mention that there are modifications of both the original Bird 
scheme, described here, and the low discrepancy schemes outlined in Section 
10.2, which "interpolate" between the two in the sense that features of one 
method are transferred to the other. For example, there is a "no-time­
counter" version of the Bird simulation, which avoids the advancement of 
the "clock" described in step 2. The idea is simply to allow "fake" collisions 
between particles, as allowed in the low discrepancy methods by virtue of 
the definition ofPe,e. (see Lemma 2.1). In this version, 4 randomly chosen 
velocity pairs are sequentially admitted for collision. If they are found to 
have really collided, they are replaced by their post-collisional velocity pair 
and returned into the original sample. The particles with these velocities 
are then readmitted for collision. 

A modification of the low discrepancy scheme that would return post­
collisional velocities immediately to the sample and admit them again for 
collision will lead to essentially the same procedure. In terms of an urn 
model, we originally drew random pairs once, and after testing them for 
collision, removed them from the sample. In the modification, they are re­
turned to the sample. The difference seems small enough, but the readmis­
sion may not only be meaningful from a physical point of view (real particles 
may well collide twice during [0, Llt]), it may also lead to higher accuracy in 
the numerical approximation of the spatially homogeneous equation. This 
possibility is indicated by Bogomolov's result 7, outlined in step B of Section 
10.2. 

The useful idea of "fake" collisions was apparently first introduced by 
K. Koura in Ref. 10. 

In spite of this similarity between the Bird scheme and the low dis­
crepancy methods, there is a profound conceptual difference. In the Nanbu­
Babovsky method, we aimed for a direct approximation of the Boltzmann 
equation. Here, the particles are just computational elements. On the other 
hand, if we ignore the fact that the particles have no position in a given 
cell, the Bird method is a genuine particle method; the correlations between 
particles generated by the dynamics are accounted for, and the state of the 
system is described by a probability measure that does not factorize. In 
other words, the simulation works on a level prior to the propagation of 
chaos. 

So which is "the best" method? We do not dare to give a conclusive 
answer to this question. All the methods discussed are used with good suc­
cess, for example, for the simulation of the space shuttle reentry. Their 
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efficiency and accuracy depend on many more aspects than the ones we 
discussed here, e.g., how best to create and use the spatial grid, how to 
produce the random collision pairs, how to handle boundaries, and so on. 
For realistic cases, it is not reasonable to work with the Boltzmann equa­
tion for monoatomic gases. Inner degrees of freedom for the molecules have 
to be accounted for, gas mixtures must be considered, and chemical reac­
tions are a reality. A detailed description of the necessary modifications 
and generalizations of the Boltzmann equation is beyond the scope of this 
book. The interested reader is referred to the vast literature survey offered 
by the publications in the Proceedings of the various Symposia on Rarefied 
Gas Dynamics (the most recent one was held in the summer of 1992 in 
Vancouver) . 

The theoretical analysis of particle simulation methods outlined in this 
chapter had two significant objectives (and, indeed, results). It clarified the 
relationships between the Boltzmann equation and particle simulation, and 
it led to improvements of the simulation schemes. There is certainly more 
room to move on both of these fronts, and work to this end continues. 
A particular challenge is to address situations where the mean free path 
between collisions becomes so small that we are in the realm of a fluid 
dynamical limit; the analytical theory for this situation will be discussed in 
the next chapter. 

Problems 

1. If fA f h(x,')~dx is not normalized to 1, how large can Llt be chosen 
in (2.6) such that h+1 ~ 0 is guaranteed? 

2. If y E Bl is described by polar coordinates (r, {3), how do r and {3, as 
random variables, have to be distributed such that y will be equidis­
tributed on Bl? Find their distribution densities. 
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11 
Hydrodynamical Limits 

11.1 A Formal Discussion 

In Chapter 3 Section 8 we discussed the hydrodynamicallimit for the Boltz­
mann equation in general terms and showed how a pure space-time scaling 
leads to the asymptotic limit € - 0 of solutions of the Boltzmann equations 

(1.1) 

We will use the abbreviation Dt! := at! + ~ . V' xf. From a formal point of 
view, we expect that 

(1.2) €Dt!' - 0 as € - 0, 

and if 

(1.3) 

the limit f O must satisfy 

(1.4) 

This implies, as we know from Section 3.2, that f O is a local Maxwellian: 

(1.5) 
° _ p{x, t) I~ - v{x, t)12 

f (x,~,t) = M{x,~,t) = (27rT{x,t))3/2 exp{- 2T{x,t) ). 

The fields (p, v, T), which characterize the behavior of the local Maxwellian 
M in space and time, are expected to evolve according to fluid dynamical 
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equations, which we are going to derive (repeating some of the arguments 
from Chapter 3). First, let us again emphasize that these fields are varying 
slowly on the space-time scales that are typical for the gas described in 
terms of the Boltzmann equation. 

From the conservation laws (3.3.16) 

(1.6) J V;aQ(f, f)df, = 0, 0: = 0, ... ,4, 

we readily obtain, as in Section 3.3, 

(1.7) 

This is a system of equations for the moments of f that is in general not 
closed. However, if we assume f = M and use the identities (for M they 
are identities; for general f they are definitions given in (3.3.1-7), where 
e = ~T) 

(1.8) P= J Mdf, 

(1.9) fYV = J M~df, 
(1.10) 

we readily obtain from (1.7) that 

(1.11) 8t p + div(fYV) = 0 

(1.12) 

(1.13) 

These equations are nothing but Eqs. (3.3.18- 20), specialized to the case of 
a Maxwellian density. This is of crucial importance if we want to write Eqs. 
(1.12) and (1.13) in closed form. To do so we have to express J M~~i and 
J M~e in.terms of the field (p, v, T). To this end, we use the elementary 
identities 

(1.14) 
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(1.15) J M(~-v)(~-v)2~=0, 
which transform Eq. (1.12) into 

(1.16) 

with 

(1.17) p=pT. 

Equation (1.17) is the perfect gas law with R = 1. Obviously, the p defined 
by Eq. (1.17) has the meaning of a pressure. 

Recalling that the internal energy e is defined by 

(1.18) 
3 

e= -T 
2 

we derive from this and Eq. (1.15) 

(1.19) 8t {p(e + ~V2)) + div{pv(e + ~V2)) = -div(pv). 

The set of Eqs. (1.11), (1.16), and (1.19) express conservation of mass, 
momentum, and energy, respectively. For the convenience of the reader, we 
rewrite them in the compact form of a conservation law: 

(1.20) 

Here, di denotes the unit vector in the ith direction. Complemented by the 
state equation for a perfect gas, Eq. (1.17), the system (1.20) is the Euler 
equations for a compressible gas. 

For smooth functions, an equivalent way to write the Euler equations 
in terms of the field (p, v, T) is 

(1.21) 8t v + (v· V')v + - V'p = 0 1 
8tp + div(pv) = 0 

1 

8tT + (v· V')T +P~TV' x' v = O. 

However, in this form we lose the general structure of a conservation law 
as given in (1.20), i.e., the time derivative of a field equals the negative 
divergence of a current that is a nonlinear function of this field. 

The arguments we have so far given are largely formal. Our main ob­
jective in this chapter is to make them as rigorous as possible, from both 
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a conceptual and a mathematical point of view. Before doing this, we have 
to introduce two other formal tools, namely, the Hilbert expansion and the 
entropy method. 

At this juncture, some comments on our limits are in order, because 
the reader may suspect an inconsistency in the passage from a rarefied to a 
dense gas. Recall that we derived the Boltzmann equation in a low density 
approximation (Na2 = 0(1)). In the hydrodynamic limit, we have to take 
N a 2 = ~ -+ 00. This, at first glance, seems contradictory, but there is 
really no problem. The Boltzmann equation holds for a perfect gas, i.e., for 
a gas such that the density parameter 8 = N a3 IV, where V is the volume 
containing N molecules, tends to zero. The parameter 

_1 __ Na2 _ Nk8~ 
Kn - V~ -

may tend to zero, to 00, or remain finite in this limit. These are the three 
cases that occur if we scale N as 8-m (m ~ 0), for m < 2, m > 2, and 
m = 2, respectively. In the first case the gas is in free molecular flow 
and we can simply neglect the collision term (Knudsen gas); in the second 
we are in the fluid dynamic regime we are treating here, and we cannot 
simply "omit" the "small" term, i.e., the left-hand side of the Boltzmann 
equation, because the limit is singular. In the third case the two sides of 
the Boltzmann equation are equally important (Boltzmann gas); this is the 
case dealt with iIi the other chapters of this book. 

We stress that the hydrodynamic equations are identical to the original 
"microscopic" dynamics (in the present case the Boltzmann evolution) seen 
on appropriate scales of space and time. It follows that compressible fluid 
dynamics is not a unique theory; there are many hydrodynamical regimes, 
associated with different microscopic dynamics and different scalings. This 
will become transparent in this chapter. 

We briefly digress to discuss the question of whether Eqs. (1.20) ap­
ply to real fluids. In fact, they describe reasonably well flows in the high 
atmosphere, or all cases of moderate density for which the intermolecular 
forces are not relevant for the characterization of local equilibria. The state 
equation associated with (1.20) is indeed that of a perfect gas; for more gen­
eral situations, one should investigate the hydrodynamicallimit for particle 
systems interacting via Newton's laws. 

The derivation of the Euler equations in this situation is hard even 
from a heuristic point of view. The key concept is again that of a local 
equilibrium, which, however, need not be Maxwellian any longer. In fact, 
the hydro dynamical regime of a particle system must be discussed in the 
context of a thermal equilibrium defined via general equilibrium statistical 
mechanics. We refrain here from a formal derivation, because this would 
take us beyond the purposes of this book, but we write down the expected 
Euler equations: 
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(1.22) ( p ) ({YV ) a {YVi + div {YVVi + pdi = O. 

p(e + ~v2) v(pe + ~{YV2 + p) 

Here, the pressure is a function of the density and the internal energy e, 
by means of a state equation p = p(p, e), which must be computed from 
equilibrium statistical mechanics. Eqs. (1.22) reduce to Eqs. (1.20) when 
the state equation is that of a perfect gas. 

As we will see in the sequel, it is possible to prove rigorous results about 
the hydrodynamicallimit of the Boltzmann equation. In contrast, very little 
is known about the hydro dynamical limit of Hamiltonian systems, mainly 
because it is very difficult to prove that the local equilibrium structure 
is preserved in time. We refer the reader to Refs. 10, 20, and 22 for a 
conceptual discussion of this problem and the partial results available at 
the time of this writing. 

11.2 The Hilbert Expansion 

We return to the hydro dynamical limit for the Boltzmann equation. 
In spite of the fact that we face a singular perturbation problem, 

Hilbert 13 proposed the following approach. 
Try to find a solution of the initial value problem for the Boltzmann 

equation in the form 

00 

(2.1) 

By inserting this formal series into Eq. (1.1) and matching the various 
orders in 10, we obtain equations one can hope to solve recursively: 

(2.2)0 Q(fo,lo) = 0 

(2.2h 2Q(!1, 10) = Dtfo == So 

j-1 

L 
1~i ,j~j-1 :i+k=j 

where Q(f, g) denotes the symmetrized collision operator. The first equa­
tion, namely, Eq. (2.2)0, gives 
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(2.3) 10=M 

with the five parameters (p, v, T) still unknown. 
Eq. (2.2h can be written as 

(2.4) 

where .eM is the linearized Boltzmann operator around M , i.e., .eM = 
2Q(M, .) . Note that .eM = M! LM-!, where L is the operator given in 
Eq. (7.1.4). By the Fredholm alternative, this equation has a solution if 
80 = Ddo is orthogonal to ker.eM = ker.eM in L2(iJP, M-1d{). Indeed, 
.e M is symmetric in L2 (';R3 , M- 1 d{), as follows from the symmetry of .e in 
L2 (';R3 , d{) (see 7.1.9, or use direct inspection) . Therefore, the solvability 
condition is 

(2.5) 

where the 1/Ja. are the collision invariants. 
The five equations 

(2.6) 

are nothing but the Euler equations, such that we can solve Eq. (2.4) pro­
vided M has parameters consistent with these hydrodynamical equations. 
However, It is not completely known, because only the part of It that is 
orthogonal to the invariants is determined by Eq. (2.4). 

Next we analyze Eq. (2.2h. Abbreviate the right-hand side by 8 1 ; then 

(2.7) 

is solvable if 
(81 , 1/Ja.) = o. 

As J Q1/Ja. = 0, this is equivalent to 

(2.8) 

Now denote by 

(2.9) It = If + Ii 
the decomposition of It into its projection onto the subspace orthogonal to 
the five invariants, and its orthogonal complement. By Eq. (2.8), 

(2.10) 

The right-hand side of (2.10) is given by the previous step. Therefore, Eq. 
(2.10) is nothing but a system of nonhomogeneous hyperbolic linear partial 
differential equations that can (in principle) be solved. 

In conclusion, the solvability condition for h fully determines It. The 
procedure can obviously be iterated to determine all the fJs. 
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At this point , one should start an investigation of the convergence of 
the Hilbert expansion, but this is a formidable job to do, if possible at all . 
A better strategy is to truncate the expansion in the form 

(2.11) 
n 

f(t) = L Ej fJ + E1r,(t) , 
j=o 

and write an equation for the remainder r, . In Eq. (2.11), l is not necessarily 
n+ 1. Rather, l should be considered as a parameter that will be chosen later, 
and the choice should be such that r, is uniformly bounded with respect to 
E (see Section 4) . We remark that this does not imply the convergence of 
the Hilbert expansion. 

By completing this program, one could obtain a derivation of the Euler 
equations from the Boltzmann equation for all times for which a smooth 
solution of the latter exists. We shall do this in Section 4. First, however, we 
will discuss the entropy method, which has the potential to give a kinetic 
description of solutions of the Euler equations even when these solutions 
eventually lose smoothness. 

11.3 The Entropy Approach to the 
Hydrodynamical Limit 

We repeat that the approach based on the Hilbert expansion relies on the 
existence of smooth solutions of the Euler equations. Such solutions are, for 
smooth data, known to exist up to some time T that is small relative to the 
size of the initial conditions (in other words, smooth solutions exist locally 
in time). The general theory of conservation laws (and physical intuition 
and experience) suggests that solutions of hyperbolic equations like the 
Euler equations develop shocks, i.e., discontinuities. One is forced to pass 
to a weak solution concept. 

Our discussion in this section must remain academic, because it is not 
known whether the system (1.20) has, for general initial values, a global 
weak solution. Simpler scalar conservation laws, which also allow the for­
mation of shocks, are typically solved by use of the weak solution concept. 
There is a well-established theory of scalar conservation laws, documented, 
e.g., in the monograph by Smoller 19; this theory has been successfully 
generalized to systems of two conservation laws in one dimension by R. 
DiPerna12 , with the theory of compensated compactness as the main tool. 
This is, at present, the state of the art. Recently, approximation methods 
based on so-called kinetic approximation schemes, which emulate the un­
derlying kinetic structure, have been used to prove existence results for such 
systems of conservation laws 16. 
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Usually, there are many weak solutions to the initial value problem, 
and the physically relevant one is chosen by means of an entropy condition, 
which we next explain. Consider, for example, a scalar conservation law 

(3.1) 

where u = u(x, t) is a real function and F is a nonlinear function of u. 
From the analysis of even the simple case F(u) = u2 , which is known as 
the Burgers equation and can be solved explicitly, we expect in general the 
development of shocks. Therefore, even for smooth initial values, Eq. (3.1) 
must for sufficiently large times be interpreted in the weak sense. 

Let (,) be an abbreviation for the space-time scalar product, then a 
weak solution of (3.1) is a function u such that 

(3.2) (o/P, u) + (oxiP, F(u)) = 0 

for all iP E CO'([O, 00) X lR1 ). 

As mentioned earlier, we expect (because of examples) many weak 
solutions for the same initial value, such that we have to find a recipe that 
will enable us to look for the interesting one. The fundamental idea to 
this end is to invoke the underlying microscopic structure. On a shock, the 
second law of thermodynamics must be satisfied, i.e., the physical entropy 
must increase. Here and in the following, we shall consider kinetic entropies, 
which are convex functions of the thermodynamical parameters. 

Let S(u) be an arbitrary function of the solution u. If u is smooth, we 
have that 

(3.3) 

where G must satisfy the consistency condition 

(3.4) G'(u) = S'(u)F'(u) . 

For weak solutions, the identity (3.3) is not true any longer. We say instead 
that a weak solution u satisfies an entropy condition if there is at least one 
convex function S (appropriately called "entropy") such that 

(3.5) 

with G given by (3.4) . 
A weak solution satisfying (3.5) is called an entropy solution with en­

tropy S . In the case of one-dimensional scalar conservation laws, it is well 
known that an entropy solution is unique and is identical with the solution 
found via the vanishing viscosity limit (see Refs. 14 and 19 and Problem 1). 
Similar results for special systems of two scalar equations of conservation 
type are also available 12. 

The system (1.20), in which we are now interested, eludes such methods 
for the time being from a rigorous mathematical point of view. However, a 
formal transition of the ideas is no problem: Defining 
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(3.6) U- pv 
(

p ) 

- p(e+~v2) , 

Eq. (1.20) becomes 

(3.7) OtU + divF(U) = 0 

for some nonlinear function F. 
Next, given a pair (S, G), where S is a real convex function S(U) and 

G is a vector field, we say that such a pair is an entropy pair if 

(3.8) OtS(U) + divG(U) ::; 0 

and 

(3.9) '\luG = '\luS· '\luF. 

Suppose that (p, v;T), with T = ~e, is a sufficiently smooth solution 
of (1.20) or, equivalently, (3.7). Define the "physical entropy" S by 

S(p, T) = pIn ~ 
T2 

(this is the usual definition from thermodynamics, except for a minus sign 
in front-we neglect this minus sign because we want S to be convex, not 
concave). The Euler equations (1.21) then imply that 

S is a convex function of its arguments and therefore qualifies for an entropy 
functional in the sense described earlier, i.e., we believe that nonsmooth 
solutions of the Euler equations should satisfy the entropy inequality 

(3.10) 

Let us now recall that for the particular case of the Euler equations (1.20), 
we have a natural underlying microscopic model given by the Boltzmann 
equation. Thus, beyond the purely nominalistic analogy between the en­
tropy of the conservation laws and the entropy in kinetic theory, it is natural 
to try to interpret the entropy condition (3.10) in terms of the H-theorem. 

We return to the kinetic picture as given by Eq. (1.1). Assume that 
our initial value 1'(0) is in the limit to -t 0 approaching a local Maxwellian 

(3.11) 1'(0) -t M 

with initial macroscopic fields Po, Vo and To. Let f , (t) be a solution for this 
initial value; then by the H-theorem (see Chapter 3 Section 4) 
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(3.12) 

10 (at / I.log/.~+'\lx / U.log/.d~) = -~/ dn / ~d~*h.(x,~,~*,n,t) 
with 

(3.13) h.(x , ~, ~*' n, t) = B(I~ - ~*I, n) log jl;jl;* U;I;* - If/f*) . 
• f* 

Assume that we consider the Boltzmann equation either on a torus (i.e., 
on a box with periodic boundary conditions) or in all of iR3 , such that the 
drift term in Eq. (3.12) will vanish if we integrate over the spatial variable. 
Then, after integration in x and t, assuming that the system is confined to 
a three-dimensional torus, 

(3.14) 
410(/ / dx~r(O)logr(O) - / / dx~/.(t)log/. (t)) 

= lot ds / dx / / ~~* / dnh.(x,~,~*,n,t). 
Notice that the left-hand side ofEq. (3.14) is 4€(H(0)-H(t)). Let us assume 
that the convergence in (3.11) is so strong that €H(O) will converge to zero 
in the limit 10 --+ o. Then in this limit, it follows that the (non-negative) 
function h. satisfies h. --+ 0 almost everywhere in x,~, ~*' n, t. Therefore, 
if there is a continuous function I such that I. --+ I as 10 --+ 0, I must 
necessarily be a local Maxwellian (cf. Chapter 3). On the other hand, we 
also have 

(3.15) (t/JOt,Dd) = 0 

which are then the compressible Euler equations. 
Let us now analyze the entropy condition. By assumption, we have 

pointwise a.e. 

(3.16) at / Ilog/~ + div / Ulog/~ ~ O. 

Also, the entropy of the Maxwellian with fields p, u, and T is 

(3.17) H(M) = / MlogM~ = -~P[l + log(2tr)] + plog(p/T3/ 2 ). 

Let S = plog(p/T~); then clearly 

(3.18) 
3 

H(M) = S - 2P[l + log(2tr)]. 

Inserting Minto Eq. (3.16) and using the continuity equation, we get 

(3.19) atS + div( vS) ~ 0, 
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Le., we have retrieved (3.10) from the kinetic level. The inequality (3.19) is 
indeed an entropy inequality in the sense of conservation laws (see Problem 
2). Equality holds for smooth solutions. 

We have, at a formal level, succeeded in linking the underlying kinetic 
model and the corresponding conservation laws via entropy functionals. 
This program has actually been carried out rigorously for scalar conser­
vation laws and suitable simpler kinetic models by Lions, Perthame, and 
Tadmor 16. Bardos 2 has collected the many technical properties one would 
have to prove for solutions of the Boltzmann equation in order to put the 
above discussion on a more rigorous foundation. 

Problems 

1. Consider a viscous perturbation of Eq. (3.1), 

OtU' + oxF( u') = f.Oxxu'. 

The viscous term f.OxxU' assures the existence of a global smooth so­
lution. Assume that u' converges to a limit u and prove that this limit 
satisfies the inequalities (3.5). (Hint: Use that 8"(u')(oxu')2 ~ 0, by 
the convexity assumption.) 

2. Find the entropy pair (8, G) for equation (3.19). 

11.4 The Hydrodynamical Limit for Short Times 

In this section we shall present a rigorous analysis of the Hilbert expansion, 
which we introduced in Section 2. First we recall the general philosophy 
underlying this method. 

We start from a local Maxwellian with macroscopic parameters Po, 
To, and Vo. It is known (see, for example, Ref. 17) that for a short time 
t < t* (which depends on some norms of Po, To, and vo) there exists a 
classical smooth solution of the Euler equations. We denote this solution by 
(p(t), T(t), vet)) and let M(x,~, t) be the time-dependent local Maxwellian 
with these parameters: 

(4.1) 
p(x, t) Ip - vex, t)12 

M(x,~, t) = (27rT(x, t))3/2 exp - 2T(x, t) 

Consider now the Boltzmann equation 

(4.2) 
Dd = -Q(f,f) { 

1 

f(O) = ;0 == M(O). 

M(t) is not expected to be the solution of the initial value problem (4.2), 
but it is expected to be close to it. If a solution of (4.2) can be expressed 
in terms of the Hilbert expansion 
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(4.3) 

then the term In can be calculated by the arguments discussed in Section 
2. 

Unfortunately, the series (4.3) is not expected to be convergent. There­
fore, we replace it, as already suggested at the end of Section 2, by 

N 

(4.4). r = LEn In + Em R. 
n=O 

Here, the terms In are those determined by the Hilbert expansion (such 
that they are independent of E) from Section 2, and the remainder R is 
implicitly given by the condition that r satisfy the Boltzmann equation. 
The coefficients Nand m are dictated only by the technical considerations 
that we want to have control (estimates) over R. A possible choice is m = 
3,N=6. 

Notice that for the truncated Hilbert expansion the last term IN(= 16) 
is not completely known; only its projection onto the subspace orthogonal 
to the five invariants is determined by the Hilbert expansion! In writing 
Eq. (4.4), we have tacitly assumed that the other component is zero. This 
assumption has an effect on the equation for R, which we are now going to 
derive. 

Inserting (4.4) in Eq. (4.2), we obtain the following equation for the 
remainder R: 

(4.5) 

where 

(4.6) 

(4.7) 

6 

.c1R = 2Q(L Ek- 1 Ik' R) 
k=l 

A = -EDt/6 + L Ei+j-6Q(fi,/j). 
i,j:i+j?7 

We associate the initial value R = 0 with Eq. (4.5). Notice that Eq. (4.5) 
is only "weakly" nonlinear and nonhomogeneous because of the factors E2 

in front of Q{ R, R) and A. 
At first sight we seem to face an easy problem. The factor c 1 occurs 

only in front of the linear Boltzmann operator 2Q(M,·), which is "almost" 
negative definite and therefore not expected to cause problems. However, 
the operator, which is really negative, is 2M- 1/ 2Q(M, M- 1/ 2 .), such that 
if we write R = hMl/2 (as we did in Chapter 7) we find, due to the 
inhomogeneity of M, an extra term 
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(4.8) 

that behaves like lel3 for large velocities. This is a term that is difficult 
to control. Actually, it has a size larger than v(e) ~ lei [see the formula 
(7.2.13)], and we cannot hope to control 2c 1Q(M,·) via the multiplica­
tion with v, as is usually the case when perturbations of Maxwellians are 
considered (see Chapter 7) . 

To overcome the difficulty, we introduce another global Maxwellian 

(4.9) 

with T > sUPx t T(x , t) . (d is the dimension of the physical space, and 
T(x, t) is the te~perature distribution given from a smooth solution of the 
Euler equations). There is then a constant e > 0 such that M ;:::: eM. We 
decompose R as 

(4.10) 

where: 

1 1 1 ~ 
Dtg = - Lg + -xa- Kh 

( ( 

(4.11) Dth = - /.Lag - ~(v - X/<)h + Ll(ag + h) 
( 

+ (2I11'(ag + h, ag + h) + (2a. 

In (4.11) we have used the following abbreviations: 

Lf = 2M-1/ 2Q(M, M 1/ 2 f) = (-v + K)f 

Lf = 2M-1/ 2Q(M, M 1/ 2 f) = (-v + K)f 

v = [ [ M*IV· nlde*dn 
J~3 Js~ 

(4.12) 11= [ [ M*IV.nlde*dn 
J~3 Js~ 

and 

(4.13) 

Ld = 2M- 1/ 2Q(h + (/2 + (213, M 1/ 2 f) 

1I1'(f,g) = M-l/2Q(Ml/2f,Ml/2g) 

vr(f, g) = M- 1/ 2Q(M1/ 2 f, Ml/2g) 

(eo will be fixed later), 
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(4.14) X=l-X 

( 4.15) 

(4.16) 

( 4.17) a = M- 1/ 2 A. 

It is not hard to show that a solution (4.10) of the problem (4.11) solves 
Eq. (4.5) (see Problem 1). Moreover, the term J.L arising from the inhomo­
geneity of M is controlled by (7, which decays exponentially in 1~12. Roughly 
speaking, we decomposed our solution into a low-velocity part (g) and a 
high-velocity part (h). The latter is controlled by a global Maxwellian. 

We will now make some restrictive assumptions that will enable us 
to rigorously analyze Eq. (4.11). First, suppose that the dimension of the 
physical space is d = 1, and complement (4.11) with periodic boundary 
conditions. Note that d = 1 means that we have one-dimensional symme­
try, i.e., p = p(x, t), v = vex, t), T = T(x, t) depend only on one space 
variable. However, at the level of the microscopic (Boltzmann) description, 
the velocity ~ continues to be a three-dimensional vector. 

To deal with (4.11), we also need some preliminary results, which we 
list here. 

i) It is known (see Ref. 17) that if v(O), p(O), and T(O) are in HS for some 
sufficiently large s, then there is a time t* > 0 such that there exists a 
unique classical solution of the Euler equations, with values in HS, on 
[0, t*). 

ii) It is not difficult to show, from the definition and properties of .c;} 
(recall that LM = 2Q(M, .), and see Section 2), that for all positive 
integers k 

( 4.18) sup hM-! 1~lk ~ Ck • 
iS6,~ 

iii) From the analysis in Chapter 7 we can extract the following estimates. 
Let 

(4.19) 

S 

(4.20) Ilfllr,s = L lI~n fllr. 
n=O 

Then we have 
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(4.21 ) 11K fllr ::; Gllfllr-l 

(4.22) 

(4.23) 

(4.24) IIr(f,g)llr,l ::; Cllfllr,lllgllr,l' 

We emphasize that (4.24) holds because we only consider d = 1 (oth­
erwise we would need a norm II . Ilr,s with s > d/2 ). Note that the 
same estimates (4.21- 24) hold with K and r replaced by k and F. 

iv) Finally, 

(4.25) 
1 

II-Ldllr ::; Gllfllr. 
v 

This follows from (4.18). Observe that the extra lei produced by the 
collision operator is compensated by the v in the denominator. 

The preliminary results i)- iv) enable us to prove the following. 

(11.4.1) Lemma. Let b be a known source term, and consider the linear 
problem 

(4.26) 

(4.27) 

Ill' Dtg = -Lg + -xa- Kh 
f f 

1. 2 
Dth = -/-Lag - -(v - XK)h + Ll(ag + h) + f b 

f 

for h(t = 0) = g(t = 0) = O. For r 2: 3, the following estimates hold: 

(4.28) sup IIgllr,l ::; fl/4 sup II ~ IIrH,l 
t9* t9* v 

(4.29) 
b 

sup Ilhllr,l ::; f5/4 sup 11 - lIr,l' 
t9* t9* v 

We postpone the proof of this lemma until the end of this section. First, 
we show how the estimates (4.28-29) lead to our principal result. Indeed, 
abbreviate the nonlinearity and inhomogeneity in (4.11) by b, i.e., 

b = iiF(ag + h,ag + h) + a. 
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The estimates (4.18), the fact that HI is a Banach algebra in one dimension 
(i.e., IIfgllHl ::; IIfIIH11IgIIHl), and the observation that a is exponentially 
decaying as a function of e together imply an estimate 

(4.30) 1 (2 2 ) II ~bIlT, 1 ::; G Ilgllo,1 + IlhllT,1 + 1 . 

Combining this with (4.28) and (4.29), we find 

(4.31) 

(4.32) 

We can now use (4.32) to estimate IIhIlT+l,1 in terms of IIgllo,l . By 
inserting the result into (4.31), one arrives at an a priori bound for IIgIIT,I. 
This done, we are in a position to prove the existence of a unique solution 
(g, h) of the problem (4.11), continuous on [0, t*], with values in the Banach 
space endowed with the norm II · IIT,1 . The result follows. 

(11.4.2) Lemma. Consider the initial value problem associated with Eqs. 
(4 .11) with the initial value 9 = h = O. Then there exists a unique solution 
(g,h) E G[O,t*]. 

The analysis outlined here permits us to prove boundedness of the 
remainder R in (4.4) . Our main theorem in this section is then just a simple 
corollary of the last lemma. 

(11.4.3) Theorem. There exists some EO > 0 such that for all E < EO, there 
is a unique solution r of the Boltzmann equation (4.2) with 

(4.33) 

Remarks. 

i) The convergence expressed by (4.33) can be improved. 
ii) The dependence on only one space variable enters only in the estimates 

(4.28) and (4.29) , where we have to control only one derivative. To deal 
with the full three-dimensional problem, we would have to consider 
Sobolev spaces with higher indices, which would make the estimates 
for the linear problem (4.26-27) more involved. 

iii) The technical difficulties of the approach presented here are contained 
in the proof of Lemma 11.4.1; we give a sketch of this proof at the end 
of this section. 
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iv) The choice of the parameters m = 3, N = 6 is dictated by technical 
reasons. One chooses the lowest numbers for which the linear problem 
is manageable. 

v) The preceding discussion was first carried out by R. Cafiisch 6, who was 
the first to obtain a rigorous result on the hydrodynamicallimit of the 
Boltzmann equation for times of existence of smooth solutions of the 
Euler equations. This result has been generalized along the same lines 
by M. Lachowicz 15, who discussed the three-dimensional case and the 
initial layer . More specifically, this means that if the initial condition 10 
is not a Maxwellian, we expect the solution of the Boltzmann equation 
to approach a local Maxwellian on a shorter time scale proportional to 
Et; this local Maxwellian then evolves on a slower time scale according 
to the fluid dynamical equations. 

vi) Other results concerning the fluid dynamical limit of the Boltzmann 
equation, in terms of the compressible Euler equations, are due to 
Nishida 18 and Ukai and Asano 21. Nishida used the Cauchy- Kowalews­
kaya theorem to reach a result similar to the one discussed here. Ukai 
and Asano used spectral methods to generalize to a more abstract 
setting. 

vii) An interesting but essentially open question is that of a rigorous de­
scription of a regime in which the compressible Navier-Stokes equa­
tions are obtained from the Boltzmann equation. We will return to 
this problem in the next section, in connection with the incompress­
ible scaling. 

We conclude the present section with a sketch of the proof of Lemma 
11.4.1. For more details, see Ref. 6. 

First, we integrate (4.27) . Denoting by ii a lower bound of v, we can 
estimate 

(4.34) 
i t ~() 1 " 

h(x,~, t) = e- < t-s [-/Lag - -XKh 
o E 

+ L1 (ag + h) + E2b)(x - (t - s)~,~, s) ds. 

This representation entails 
(4.35) 

sup Ilhll r S; sup (Ell /Lag IIr + II xKh IIr + Ell L1 (ag + h) IIr + E311~lIr) 
t:9* tst* v v v v 

1 b 
S; E sup Ilglio + cc sup IIhll r + E sup(lIglio + IIhll r ) + E311-lIr. 

tst* <,,0 tSt* tst* v 

The last estimate follows from the decay properties of 0' and (4.25). 
By choosing ~o large enough, we can solve the last inequality to get 

(4.36) sup IIhll r S; C (E sup IIglio + E3 sup II ~ IIr) . 
tst* tst* tSt* v 
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Similarly, we can differentiate Eq. (4.27) with respect to x and rewrite 
the result in integrated form. Estimating as above we get 

(4.37) sup Ilhllr,1 ~ C ((. sup Ilgllo,1 + (.3 sup II ~ Ilr'l) . 
t:5t' t:5t· t::;t· v 

To estimate g, one proceeds as before. After repeating the estimates from 
above one finds 

(4.38) sup Ilglir ~ sup IIKgllr + sup Ilxa-1 Khll r. 
t:5t· t:5t· t:5t· 

To continue, note that by (4.36) and for r > 0 

(4.39) 

Ila-1xKhllr ~ ece~ IIKhllr 
~ ece~ IIhllr-1 

~ ece~ ((. sup IIglio + (.3 sup 1I~lIr-l) 
t::;t· t::;t· v 

1 5 b 
~ (.2 sup Ilglio + (.2 sup 11-lIr-11 

t::;t· t::;t· V 

for sufficiently small €. Combining (4.38) and (4.39), we arrive at 

(4.40) 
5 b 

sup IIgllr ~ sup Ilgllr-l + (.2 sup 11-llr-l' 
t:5t· t:5t· t:5t· v 

For r = 0 we use the continuity of K with respect to 11·110 and (4.22) 
to get 

(4.41) 

On the other hand, by the energy estimate, and using that L is negative, 

(4.42) 

and by (4.39) 

Ila-1xKhllL2 ~ Ila-1xKhll2 ~ C (10 sup Ilglio + (.3 sup 11~lll) , 
., ,( t::;t· t::;t· v 

from which 

(4.43) dd IIg(t, ')IIL2 ~ C (sup Ilg(T, ')110 + (.2 sup II beT, .) IiI) . 
t .,,( r :5t r:5t v 
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Thanks to (4.41), the estimate (4.43) allows us to bound Ilg(t, ·)11 in terms 
of SUPt<t. I/Qili. As a final result, we have _ v 

( 4.44) 
.a. b 

sup Ilgllr ~ f2 sup 11-llr-l. 
t::;y t5Y v 

In order to derive the estimates (4.28-29), one has to differentiate Eq. (4.26) 
and proceed similarly. 

Problems 

1. Check that equation (4.11) implies that R, defined in Eq. (4.10), sat-
isfies (4.5). 

2. Prove (4.18). 
3. Derive the estimate (4.37). 
4. Prove (4.44). 

11.5 Other Scalings and the Incompressible 
N avier-Stokes Equations 

At the end of Chapter 3 and in the previous sections we have seen how a 
pure space-time scaling of the variables in the Boltzmann equation leads 
naturally to the hydrodynamic regime described by the compressible Euler 
equations. However, other scalings are also possible. For example, if we 
denote by (q, T) the microscopic space and time variables (those entering 
in the Boltzmann equation) and by (x, t) the macroscopic variables (those 
entering in the fluid dynamical description), we can study scalings of the 
kind 

(5.1) 

(5.2) 

where a E [1,2). For a = 1, this reduces to the compressible scaling we have 
considered so far. If a > 1, we are looking at larger "microscopic" times. 
We now investigate the limiting behavior of solutions of the Boltzmann 
equation in this limit. 

Notice first that the compressible Euler equations (1.21) are invariant 
with respect to the scaling t --+ f-It, x --+ cIx. To investigate how these 
equations change under the scalings (5.1-2), let 

v'(x, t) = f1'V(f- 1X, f-at), 'Y = a - 1 

(5.3) p'(x, t) = p(f-1X, f-at) 

T'(x, t) = T(f-1X, f-at) 
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where (p, v, T) solve the compressible Euler equations (1.21). We easily 
obtain 

(5.4) OtP< + div(p<v<) = 0 

(5.5) 

(5.6) OtT< + (v< . \1)T< + ~T«\1 . v<) = O. 

The scaling of the velocity field v< in (5.3) is done in a dimensionally con­
sistent way. 

We expect that the hydro dynamical limit of the Boltzmann equa­
tion under the scaling (5.1-2) will be given by the asymptotic behavior of 
(p<, v<, T<), satisfying (5.4-6), in the limit f. --t O. We will now investigate 
this limit from a formal point of view. 

To this end, let", = f.2(a-l) and expand 

v'7 == v< = Vo + ",VI + ",2V2 + .. . 
p'7 == p< = Po + "'PI + ",2 P2 + .. . 

T'7 == T< = To + ",T1 + ",2T1 + ... . 

If we collect the terms of order ",-1 in (5.5), we have 

(5.7) \1po = 0 

and the terms of order ",0 give 

(5.8) 

OtPO + div(voPo) = 0 

\1Pl 
OtVO + (VO' \1)VO = -­

Po 
2 

OtTo + (VO . \1)To + 3To(\1· VO) = O. 

From (5.7) and the perfect gas law Po = PoTo, which we assume to hold at 
zeroth order; it follows that PoTo is constant as a function of the spatial 
variable. The first and third equations in (5.8) now imply 

(5.9) Ot(poTo) + div(poTovo) = -~poTodivvo, 

As PoTo is only a function of t, say A(t), Eq. (5.9) implies that 

(5.10) A'(t) = -~A(t)divvo , 
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Under suitable assumptions Eq. (5.10) implies that A'(t) = ° and then 
divvo = 0. This is the case, for example, if we are in a box with nonporous 
walls, because then the normal component of vo is ° and we can use the 
divergence theorem. A similar argument applies to the case of a box with 
periodicity boundary conditions. Or, if we. are in all of R3 and vo decays 
fast enough at infinity. 

Assuming that we have conditions that imply that divvo = 0, we easily 
get from the continuity equation that Po will be independent of x if the 
initial value is, and the same for To. But with this knowledge Eqs. (5.8) 
actually entail that Po and To are constant. 

Therefore, if the initial condition is "well prepared" in the sense that 
u'(x,O) is a divergenc~free vector field and p'(x,O), T'(x,O) are constant, 
we expect as a first-order approximation for p', v' ,T' the solutions of the 
equations 

divvo = ° 
V'P1 

OtVO + (vo · V')vo = --
Po 

which are the incompressible Euler equations. This limit, known as "low 
velocity limit," is well known at the macroscopic level. We refer to Majda's 
book 17 for references and a detailed discussion. The variable '1]-1 enters 
into the theory as the square of the speed of sound. If this parameter is large 
compared to typical speeds of the fluid, then the incompressible model is 
well suited to describe the time evolution, provided that the initial velocity 
field is divergenc~free and the initial density and temperature are constant. 

Let us come back to the kinetic picture as described by the Boltz­
mann equation. The above discussion suggests that if 0: E (1,2), then in 
the scaling (5.1-3) the solutions of the Boltzmann equation will converge 
to a local Maxwellian whose parameters satisfy the incompressible Euler 
equations. This assertion can actually be proved rigorously (we will give 
some references later). 

For 0: = 2 something special happens. Of course, the incompressible 
Euler equations are invariant under the scaling (5.1-3); however, for 0: = 2 
the incompressible Navier-Stokes equations 

(5.11) OtV + (v· V')v = -V'p + v..1v 

(5.12) V'·V=o 

are also invariant under the same scaling. It is therefore of great interest 
to understand whether the Boltzmann dynamics "chooses" in this limit the 
Euler or the Navier-Stokes evolution. 

It is remarkable that the answer is Navier-Stokes. In other words, con­
sidering larger times than those typical for Euler dynamics (c 2t instead 
of f.-at, 0: < 2), dissipative effects become non-negligible. For illustration, 
consider two layers of fluid moving with velocity v and v + b'v. Suppose that 
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we want to decide whether there is any momentum transfer between these 
layers (which is expected for the Navier- Stokes equations, but not for the 
Euler equations). The momentum transfer can in principle be affected by 
the thermalization contained in the Boltzmann collision term, but heuris­
tic scaling arguments show that it is proportional to Ea - 2 Llv, such that it 
remains only relevant for Q: = 2. 

These considerations can be put on a rigorous basis, and the viscosity 
coefficient v > 0 can be computed in terms of kinetic expressions. The in­
compressible Navier-Stokes equations can be derived from the Boltzmann 
equation if the time interval is such that smooth solutions of the hydrody­
namical equations exist. The tool that yields this result is a Hilbert expan­
sion similar to that discussed in Section 4, and one gets local convergence 
for the general situation (see De Masi et al. 11) or global and uniform con­
vergence if the data are small in a suitable sense (see Bardos and Ukai 5). 
The initial layer can also be included (see Asano 1). A different approach, 
closer in spirit and methodology to the arguments of Section 3, has been 
proposed and followed by Bardos et al. 3,4 to show that the cluster points of 
the global solutions for the Boltzmann equation given by the DiPerna-Lions 
existence theorem (see Section 5.3) are, under the scaling (5.1- 3), identi­
fiable with the weak (Leray) solutions of the incompressible Navier-Stokes 
equations. Unfortunately, some gaps remain in the rigorous treatment of 
the latter problem, related to the lack of strong energy conservation in the 
present general existence theory of the Boltzmann equation. 

The situation is much more complicated if we want to investigate the 
relationship between the Boltzmann equation and the compressible Navier­
Stokes equations. The first problem we face is that this case is not naturally 
recovered by a simple space-time scaling. The dissipative term in the com­
pressible Navier-Stokes equations is usually interpreted as a correction of 
order E to the inertial terms in the compressible Euler equations. This is 
what is also obtained by a formal expansion due to Enskog, usually called 
the Chapman-Enskog expansion (see Refs. 7,8, and 9 for details). The idea 
behind this expansion is that the functional dependence of f on the local 
density velocity and internal energy can be expanded into a power series. 
Although there are many formal similarities with the Hilbert expansion, the 
procedure is rather different. As remarked by Cercignani 8 (see also Ref. 7), 
the Chapman-Enskog procedure seems to introduce spurious solutions, es­
pecially if one looks for steady states. This is essentially due to the fact that 
one really considers infinitely many time scales (of orders E, E2, .. • , En, ... ). 

Cercignani8 introduces only two time scales (of orders E and (2) and is able 
to recover the compressible Navier-Stokes equations. In order to explain 
the idea, we remark that the Navier-Stokes equations describe two kinds of 
processes, convection and diffusion, which act on two different time scales. 
If we consider only the first scale we obtain the compressible Euler equa­
tions; if we insist on the second we can obtain the Navier-Stokes equations 
only at the price of losing compressibility. If we want both compressibility 
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and diffusion, we have to keep both scales at the same time and think of f 
as 

f(x,~,t) = f(EX,~,Et,E2t). 

This enables us to introduce two different time variables tl = Et, t2 = E2t 
and a new space variable Xl = EX such that f = f(XI,~,tl,t2). The fluid 
dynamical variables are functions of Xl, tl, t2, and for both f and the fluid 
dynamical variables the time derivative is given by 

(5.13) 

In particular, the Boltzmann equation can be rewritten as 

If we expand f formally in a power series in E, we find that at the lowest 
order f is Maxwellian. The compatibility conditions at the first order give 
that the time derivatives of the fluid dynamic variables with respect to 
tl is determined by the Euler equations, but the derivatives with respect 
to t2 are determined only at the next level and are given by the terms 
of the compressible Navier-Stokes equations describing viscosity and heat 
conduction. The two contributions are, of course, to be added as specified 
by (5.13) in order to obtain the full time derivative and thus write the 
compressible Navier-Stokes equations. 

However, this formal expansion has not been justified so far with rig­
orous arguments as those discussed in Section 4. 
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12 
Open Problems and New 
Directions 

The first eleven chapters of this book comprise a collection of much of what 
we (the authors) know about the Boltzmann equation for hard spheres. In 
this last chapter, we want to revisit some of the questions addressed in the 
earlier chapters and discuss some possible further developments. 

The first problem that we point out here as a worthwhile direction 
of research is the validation (local or global) of the Boltzmann equation 
for repulsive interaction kernels other than hard spheres. There is an un­
published result about this question, due to F. King17, but apart from the 
fact that this paper is not widely disseminated, it applies only to smooth 
repulsive potentials and contains additional restrictive assumptions. There 
is a good chance to do the validation of the Boltzmann equation for more 
general hard potentials following the procedure from Chapter 4. One of the 
first major obstacles to this end will be the fact that the BBGKY hierarchy 
will look different- multiple collisions can no longer be neglected from the 
very beginning, because the particles are now mass points interacting via 
a strong short-range potential; there will be a non- negligible probability 
to have three, four, or even more particles "in collision" at a given time, 
and the terms accounting for these multiple collisions are only expected to 
disappear in the Boltzmann- Grad limit. 

For long-range potentials, the situation is even more complicated and 
challenging. At the level of the Boltzmann equation, the gain and loss terms 
of the collision operator do not even make sense separately (at least not 
without assuming an angular cutoff), and it would certainly be interesting 
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to understand this property at the level of the underlying particle system. 
A related question is that of a rigorous derivation of the Fokker-Planck 

equation from the Boltzmann equation for Coulomb interactions. The right 
formal scaling has been outlined by Degond 14, but a rigorous proof is still 
missing. We must however mention a result due to Arsen'ev,3 where the 
problem has been solved for interaction potentials other than the Coulomb 
potential. 

Returning to the validation problem for the Boltzmann equation, we 
also mention that we still have to fully understand how the Boltzmann­
Grad limit (or other kinetic scalings) applies to quantum models. This 
problem is far from being academic: The quantum Boltzmann equation is 
used in applications, e.g. , in the theory of semiconductors. A good reference 
for these problems is a recent article by Spohn 22. 

We turn to existence and uniqueness questions. The biggest open chal­
lenge is undoubtedly the uniqueness question. The situation here is similar 
to the one for the Navier-Stokes equations. The problem is that the method 
used by DiPerna and Lions (presented here in Section 5.3) is based on com­
pactness arguments and therefore is not constructive. A proof of uniqueness 
would in all likelihood also give automatic results on smoothness and qual­
itative properties of the solution. At present, the search for new analytical 
tools to this end is on, but no success is in sight. 

The result of DiPerna and Lions described in Chapter 5 can be con­
sidered the starting point of many developments. We saw one of these in 
Chapter 9, where the result was extended to the case of a bounded do­
main with isothermal boundaries at rest. An interesting extension concerns 
nonisothermal and moving boundaries. The case of an inhomogeneous tem­
perature along a boundary at rest has been treated by 1. Arkeryd and C. 
Cercignani1, as mentioned in Chapter 9, with the help of a cutoff for large 
velocities. The removal of this cutoff would provide a significant extension 
of the results available on the Boltzmann equation. 

Another important extension concerns the case of ~3, originally con­
sidered by DiPerna and Lions, if instead of looking at functions of L1 we 
look at functions that are only locally in L1 in x, but tend to a Maxwellian 
as x tends to infinity. In fact an extension of this kind would pave the 
way to two further extensions, i.e. the case of the flow past an obstacle, 
that we considered in Chapter 9 in the particular case of solutions close 
to a Maxwellian, and the case of ~ in which the solution tends not to a 
Maxwellian but to a general L~ function (with finite energy and entropy 
as x goes to infinity). These extensions, although far from trivial, do not 
appear to be out of reach of the available tools. As this book goes to print, 
the authors learned that P. L. Lions has made progress in this direction 19. 

In the theory of the spatially homogeneous Boltzmann equation, one 
of the most promising developments is the introduction into the field of 
methodology from information theory, as successfully done in recent work 
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by Carlen and Carvalho 10; they succeeded in obtaining the best available 
decay estimates for the H-functional in the spatially homogeneous case. 

An exciting new tool was introduced into kinetic theory by M. Bony in 
1987 8 ; for discrete velocity models in one space dimension without bound-
ary, 

(Ot + CiOx)/i = L A~J Uk/I - filj), 
j,k,1 

i, j, k, l = 1, ... , n, Bony saw that the functional 

l[fJ(t) = I: 11<x (Ci - Cj)/i(x, t)fJ(y, t) dydx 
',3 

satisfies an inequality 

(1.1) I[f](t) - I[lJ(O) = -lot i: I:(Ci -Cj)2 fi(X, s)fJ(x, s) dxds 
',3 

and is therefore monotonically decreasing. The equality (1.1) follows by 
differentiation of I[lJ(t) and skillful use of mass and momentum conser­
vation. Since the left-hand side of (1.1) is evidently bounded by the mass 
conservation law, the right-hand side, which consists of terms closely re­
sembling the collision terms, is also bounded. Bony was able to use this to 
give a very elegant proof of global existence, uniqueness, and the asymp­
totic behavior as t ~ 00; the same results were obtained earlier, with a 
more complicated method, by Beale 5 . Bony called the functional I[lJ "po­
tential for interaction," and his proof made no use of the H-theorem or 
the energy conservation law. The idea was in a sense also an application 
of tools from another field to kinetic theory, because his "potential for in­
teraction" is very similar to the potential for interaction introduced in the 
1960s by Glimm 15 to solve scalar conservation laws by the famous random 
choice method. There is a simple analogue to the functional I for the full 
Boltzmann equation in one dimension, and Cercignani 11 has pointed out a 
way to combine the information given by the decay of this functional with 
the decrease of the H-functional to prove classical global existence for the 
Boltzmann equation in one space dimension. A nice summary of Bony's 
work can be found in Ref. 7. 

The most exciting questions related to this approach are: Are there po­
tentials of interaction in more than one space dimension, and what do they 
look like? What happens if the gas is confined to a bounded domain? We 
have to mention at this point that for discrete velocity models in more than 
one dimension the state of the art of the existence theory is even more prim­
itive than for the full Boltzmann equation. Indeed, the velocity-averaging 
lemma, which played such a fundamental role in the DiPerna-Lions result, 
is not applicable to discrete velocity models, and there is no general global 
existence theorem for discrete velocity models if the dimension is larger than 
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one. One can speculate that this difficulty is related to the pathological be­
havior of discrete velocity models demonstrated in Chapter 4 Appendix C 
(Uchiyama's example). 

A wide open field for research was briefly touched at the end of Chapter 
9, where we mentioned the few available results on solutions of boundary 
value problems for the steady Boltzmann equation if the boundary values 
are far from equilibrium. For the problem where the gas is confined to a slab 
o ::; x ::; a and we have spatial dependence on x only, we know that there 
are solutions2 (in a measure sense) if all the collisions between particles for 
which at least one of the (pre- or post-collisional) velocities has a small x­
component are disregarded. The necessity for such a truncation arises from 
the structure of the equation itself, namely, 

Clearly, the problem has no natural scale. Even a narrow slab will seem 
large for particles moving with small horizontal speed 6. Exempting such 
particles from collisions turned out to make the problem accessible to ex­
isting fixed point theorems 2. 

However, this is clearly an unphysical truncation, and a number of 
questions arise: Are there ways to remove the truncation? Even with the 
truncation, is the solution unique? And if it is not, which solutions are 
physically reasonable? How do we find these? 

Another extension goes in the direction of studying the layers that arise 
near the boundaries or inside the gas (shock layers) when the Knudsen num­
ber is small; then outside this layer some kind of fluid dynamic equations 
hold, as indicated in Chapter 11, but this is not true if gradients on the 
scale of the mean free path occur locally, as in the mentioned layers. This 
aspect of the theory of the Boltzmann equation is treated, for instance, by 
C. Cercignani 12, but rigorous results are lacking. Even the limiting proh­
lems that arise when trying to study these layers (for example, the Kramers 
problem, the problem of the shock structure), have not been studied ex­
haustively, in spite of the fact that their solutions depend on just one space 
variable (plus the velocity variables). The main difficulty is again related 
to the ~ factor in front of the space derivative. As for the case of a shock 
layer, the only rigorous work seems to be due to Nicolaenko21 , who dealt 
with the existence of weak shock waves, while the half-space problems that 
arise in connection with the Knudsen boundary layers have been treated 
at the linearized level by Bardos, Caflisch, and Nicolaenko4 , Cercignani,13 
and Maslova 20. 

Numerical experiments giving at least some insight to possible answers 
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to these questions are desirable but difficult . This brings us to our next 
group of problems. 

The field of numerical simulation techniques for the Boltzmann equa­
tion has seen a lot of activity in the last ten years; this activity was largely 
spawned by the emerging availability of sufficient and inexpensive comput­
ing power, but also by the needs of the aerospace industries. At the same 
time, the connections between simulation schemes, their interpretation as 
stochastic processes, and the Boltzmann equation was intensively investi­
gated. For the future, some of the more mathematical problems associated 
with numerical solutions of the Boltzmann equation are 

A) the development of more accurate implicit schemes for the spatially 
homogeneous equation. In view of the result by Bogomolov 6 mentioned in 
Chapter 10, a more accurate approximation of the homogeneous equation 
can significantly improve the accuracy with which one can solve a full non­
homogeneous problem. We suggest that the idea of returning particles with 
their post-collisional velocities into the sample and letting them be candi­
dates for a second collision (see the discussion of Bird's scheme in Section 
10.3), improves this accuracy, but there is no proof for this. R. Caflisch and 
G. Russo 9 have suggested implicit and semi- implicit schemes for kinetic 
equations; the problems one encounters is that such schemes cannot be eas­
ily designed such that positivity of the solutions and the usual conservation 
laws are guaranteed. 

B) to obtain error estimates for the available schemes (or, for that 
matter, any schemes) . 

C) to investigate the links between particle simulation and the vali­
dation of the Boltzmann equation as done in Chapter 4. The similarities 
in the derivation of the equation and the derivation of simulation schemes 
suggest that there are intimate links between the two problems. In fact, it 
may be possible to deduce convergence of certain schemes from validity the­
orems. Also, the emergence of molecular chaos happens on each level, and 
it seems desirable to obtain a more profound understanding of the meaning 
of molecular chaos for numerical simulation. 

D) finally, to explore the possibilities of combining particle simulation 
schemes for the Boltzmann equation with other approximations, like, e.g., 
discrete velocity models. Tentative steps in this direction were taken in Ref. 
16, where the concept of a "random discrete velocity model" was introduced 
and shown to be consistent with the Boltzmann equation. There may well 
be other more efficient ways to solve the Boltzmann equation numerically; 
the five-dimensional integral in the collision operator is, as described at the 
beginning of Chapter 10, a serious mathematical obstacle to the accurate 
numerical solution; at the same time, the many dimensions in the equation 
offer many ways to approximate the collision integral, with the final target 
of more efficient numerical methods in kinetic theory on one hand and of a 
unified treatment of various approximations on the other. 
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